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Happy 100th Birthday, SMPTE!

T
his issue of the SMPTE Journal is a special one,
celebrating 100 years of SMPTE and its vital role
in this ever-growing industry.

As you read this special retrospective, looking
back 100 years and surmising what is ahead, I hope that
you will sit and enjoy a piece of cake and raise a toast to
SMPTE. Reaching a centennial anniver-
sary is a remarkable milestone that should
be celebrated in style.

On 24 July 1916, a group of engineer-
ing visionaries, including C. Francis Jen-
kins, Donald J. Bell, Paul H. Cromelin, C.
A. Willatt, Francis B. Cannock,W. Burton
Westcott, Paul Brockett, E. Kendall Gillett,
Herbert Miles, and J. P. Lyons, gathered
before theNotaryPublic,RalphS. Sherline, to
affirm the formation of the Society ofMo-
tion Picture Engineers (SMPE).

Later that day, the Society held its first
meeting, in Washington, District of Co-
lumbia, where Henry D. Hubbard, the
Secretary of the U.S. National Bureau of
Standards, spoke before this group about
the value and importance of standards, es-
pecially for a nascent industry. Hubbard’s
paper is extraordinary and, like so much
of the past, still rings true today. He spoke of standardiza-
tion becoming part of our daily lives without us even realiz-
ing. Our most basic human necessities—food, shelter,
clothing—are all impacted by standards, which we often
take for granted. Standards have helped to ensure con-
sumers are able to enjoy a stated expectation. We know
that, when we buy a product, it will work because it was
built upon a set of industry standards. As Hubbard
stated, “Each profession aims to standardize its training,
its terminology, its equipment, its data, both numerical
and descriptive, its code of ethics, and to fix standards of
quality and performance, showing that standardization has
a breadth commensurate with human activity.”

One hundred years later, the constant evolution of tech-
nology has made standards even more important than
ever. Today, SMPTE is active in important develop-
ments such as high dynamic range, ultra high definition,
video over IP, Interoperable Master Formats, and so
much more. In the early days,much of SMPE’sworkwas

on the physical aspects of the business,
from film to projection systems. Now, of
course, our work is driven mostly by soft-
ware-related interfaces. With the greater
influence of IP-related activities—from pro-
duction to distribution—SMPTE continues
to play a vital role in bringing order to
chaos, which we have been doing for
100 years!

It is time tocelebrate theSociety.During
this milestone year, the staff and I have had
the pleasure of attendingmany special Sec-
tion meetings where the Society is being
feted.At eachoccasion, I am inspiredby the
generous spirit of the SMPTE members
whokeepJenkins’visionalive,enablingaSo-
ciety that not only sets standards but brings
together like-minded individuals to share
knowledge and experiences. Whether in
Hong Kong, New York, Los Angeles, or

Pittsburgh, our local Section leaders are carrying the torch
for today’s and tomorrow’s members. The Society’s mem-
bership has ebbed and flowed over the years, but I am de-
lighted to say that we are seeing a tremendous increase in
membership—including our younger generations. In 2015,
we saw an 8% membership growth, and 2016 is proving
to be just as active. As C. Francis Jenkins said during that
inaugural meeting in July 1916, our leaders are vital for a
strong future, “I
know from the
spirit shown at that
meeting, that this
Society was formed
with an honest in-
tent to be of service
to the industry at
large; and that the

Digital Object Identifier 10.5594/JMI.2016.2582681
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“[Motion Picture]
is making of the
world one great
family, and soon
we will come to
feel that we are a
friend of the man
over yonder,
because we know
him so well from
seeing him in the
picture so often.”
–C. Francis Jenkins

SMPTE Sections and
partner organizations
have been celebrating
SMPTE with cake!

FROM THE EXECUTIVE DIRECTOR

Barbara H. Lange
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officers and members alike intend to
give largely of their time and energy
for the promotion of the general good
and without thought of financial

reward; and as the engineer stands
behind it all, we should feel due re-
sponsibility, while taking justifiable
pride in our vocation.”

Happy Birthday to an amazing or-
ganization! One built on the good will
of so many volunteers and members
who believe in the work we do.

August 2016 | SMPTE Motion Imaging Journal 7



100 Years of Service in Motion Imaging

A
s President of the Society of
Motion Picture and Televi-
sion Engineers and on be-
half of the Board of

Governors and staff, I would like to
send greetings to all
ourmembersaround
the world on the
100th anniversary of
our Society. Your
dedication and hard
work has trans-
formed the Society
into a global organi-
zation that is recog-
nized as the leader in
motion imaging and
sound. In 1916, our
Society was founded
when C. Francis
Jenkins and a small
group of engineers
signed the incorpo-
ration papers estab-
lishing the Society
of Motion Picture Engineers. The
mission of the organization was set
forth as “…advancement in the the-
ory and practice of motion picture
engineering and the allied arts and
sciences; the standardization of the
mechanisms and the practices em-
ployed therein; and the maintenance
of a high professional standing among
its members.” One hundred years
later, these aims remain unchanged.
While the technologyhaschangedover
the years, in large part due to SMPTE,
we have continued to be instrumental

in establishing some of themost iconic
standards for high quality content.
SMPTE Standards and Recom-
mended Practices touch nearly every
piece of motion imaging content seen

by viewers around
theworld.Entertain-
ment programming
remains one of the
leading U.S. exports
that entertainand in-
form the world. Our
Society has enabled
theproduction,post-
production, and dis-
tribution of content
on a global scale,
which has truly cre-
ated the “Global Vil-
lage.”

Our Society is
built on three main
pillars: Membership,
Education, and Stan-
dards. Ourindividual

membership roll now exceeds 7000 and
is growing. We are also increasing our
corporatememberships and expanding
intoadjacentmarkets, suchasover-the-
top(OTT)televisionandusergroups.

To better serve the industry as a
whole, SMPTE and the Hollywood
Professional Association (HPA) con-
solidated in 2015. The new relation-
ship between SMPTE and HPA
presents many exciting possibilities, in-
cluding fresh occasions for interaction
and dialogue, broader educational op-
portunities, and even richer contribu-
tion to standards development.

In February of this year, SMPTE
was honored by the Academy of

MotionPictureArts andScienceswith
a special award recognizing the Society
for its 100 years of contributions to the
motion picture industry. The plaque
reads as follows: “For one hundred
years, theSociety’smembers havenur-
tured technology, provided essential
standards, and offered the expertise,
support, toolsandinfrastructureforthe
creation and post-production of mo-
tionpictures.”

Similarly, The National Academy
of Television Arts and Sciences has
recognized SMPTE over the years
witheight Engineering and Technical
Emmy Awards for their contribu-
tions to the television industry, in-
cluding the Philo T. Farnsworth
award in 2015.

As the motion picture industry
moved to digital image capture and
distribution, SMPTE played a critical
role in themerging of traditional televi-
sion technology into the motion pic-
ture industry to ensure that the original
creative intent of the storytellers was
preserved.

Today, the Society continues to
fulfill the original intent of its founders
by advancing and standardizing the
creative tools used by the storyteller to
“suspend disbelief,” invoke emotion,
inform, and educate the audience. As
we look to the next 100 years, the So-
ciety is already exploring new frontiers
such as ultra high definition, 4K, 8K,
high dynamic range, IP video, OTT,
high frame rates, andwide color space.
It has beenmy honor to serve as Presi-
dent during this major milestone of
the Society, and I can assure you we
are well positioned for the future.
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Today, the Society
continues to fulfill
the original intent
of its founders by
advancing and
standardizing the
creative tools used
by the storyteller
to “suspend
disbelief,” invoke
emotion, inform,
and educate the
audience.

HISTORICAL REFLECTIONS OF THE PRESIDENT

Robert P. Seidel
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To the innovator of iconic motion-imaging standards,
 congratulations on this centennial anniversary. 



SMPTE receives the Philo T. Farnsworth Award from the National Academy of Television Arts and Sciences in October 2014.
(L-R) Pete Ludé, Bob Kisor, Pat Griffis, Barbara Lange, Matthew Goldman, Peter Symes, and Charles Jablonksi.

SMPTE honored with Scientific and Technical Award from the Academy of Motion Picture Arts and Sciences in 2016, for
100 years of contributions to the advancement of motion picture standards and technology.
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Introducing URSA Mini, a handheld Super 35 digital fi lm camera with 

an incredible 4.6K image sensor and a massive 15 stops of dynamic 

range! The super compact and lightweight design is perfectly balanced, 

making it comfortable enough for all day shooting. URSA Mini lets you 

shoot at up to 60fps, features a 5” foldout viewfi nder, dual RAW and 

ProRes recorders, and more!

Incredible 4.6K Sensor
URSA Mini can capture images at a resolution and dynamic range that 

goes well beyond that of traditional motion picture fi lm so you can shoot 

your own epic, cinematic masterpiece! You can capture images up to 

4608 x 2592, which is larger than 4K DCI, with 15 stops of dynamic range 

so you get incredibly clean pictures with amazing detail in everything 

from the darkest shadows to the brightest highlights! URSA Mini can 

record 4.6K at up to 60fps, or 1080 HD at up to 120fps.

Lightweight and Portable
URSA Mini’s perfectly balanced body is made out of space aged 

magnesium alloys so it’s rugged, yet lightweight and comfortable 

enough to be used all day. You get a super bright 5” fold out touch 

screen for on-set monitoring, that can also display overlays for timecode, 

histograms, audio meters, focus peaking and more! URSA Mini features 

full size, professional connectors, even 12G-SDI, so you don’t need 

custom cables, plus high quality stereo microphones and a side grip 

mounted on a standard rosette.

Completely Customizable
Blackmagic URSA Mini is completely customizable so you can create a 

rig that’s built specifi cally for your production! Add accessories like the 

Blackmagic URSA Viewfi nder and Blackmagic URSA Mini Shoulder Kit, 

or choose from hundreds of third party accessories. URSA Mini has 9 

standard ¼” threaded mounting points on the top and bottom of the 

camera so you can mount it directly to a tripod as well as add accessories 

such as rails, matte boxes and more.

Non-Stop Recording
You never have to stop recording because URSA Mini features two 

CFast 2.0 recorders! When one card is full, recording automatically 

continues onto the next. URSA Mini uses the latest, incredibly fast CFast 

2.0 technology for recording speeds up to 350 MB/s. Wide dynamic 

range images are saved as 12-bit RAW fi les, which are perfect for high 

end grading and eff ects work, or as broadcast quality ProRes, for easy 

post production workfl ows with minimum storage requirements!

www.blackmagicdesign.com

Introducing Blackmagic URSA Mini, the lightweight Super 35
4.6K digital fi lm camera with 15 stops of dynamic range!

Electronic Viewfi nder, lens and accessories sold separately.

Blackmagic URSA Mini 4K EF  $2,995
Blackmagic URSA Mini 4K PL  $3,495
Blackmagic URSA Mini 4.6K EF $4,995
Blackmagic URSA Mini 4.6K PL $5,495
Blackmagic URSA Mini Shoulder Kit $395
Blackmagic URSA Viewfi nder $1,495

All models include DaVinci Resolve 12 Studio 
for editing and color correction.



100 Years of SMPTE Standards

W
hile SMPTE is based on
three pillars of activity,
namely, Membership, Edu-
cation, and Standards, creat-

ing industry standards has been a
core activity since 1916 when the
Society of Motion
Picture Engineers
(SMPE)was formed
forthatverypurpose.
Obviously, many
things have changed
during these 100
years—particularly
the technologies we
standardize and the
technologies we use
to create and publish
standards—but the
fundamentals of
standards creation,
aswellastheessential
role of standards in
the industry, remain
largelyunchanged.

Film
In 1916, SMPEwas asked to bring or-
der to aworld where themany variants
of film cameras created films that
could be projected only on the corre-
sponding projector from the same de-
signer or manufacturer. The most
common format, that is, the 35 mm
film, already existed when SMPE was
formed, but the publication of a full
set of standards was a key factor in this
format becoming the foundation of
the movie industry, as well as its sur-
vival to this day. With the advent of

“talkies,” a frame rate of 24 frames/sec
was established, and this, too, survives
today—even being adopted by many
television productions.

Film technology and applications
advanced inmany areas: sound, color,

widescreen, andseveral
generations of 3D. The
quality of the film itself,
as well as of the associ-
ated equipment, in-
cluding cameras and
projectors, increased
dramatically, and the
35 mm image, still be-
loved bymany cinema-
tographers, became the
standard against which
all competing technol-
ogies were judged.
Throughout this time,
the standards applica-
ble to all aspects of film
and related technolo-
gies were updated and
refined tomaximize the

benefits to the industry. Even appar-
ently mundane details contributed to
the success of the industry; for exam-
ple, the exact shape, size, and posi-
tional tolerancesof sprocket holeswere
refined well into the 20th century, re-
sulting in improved image stability and
enhanced longevity of release prints.
The 35 mm format was ubiquitous,
and prior to the recent emergence of
digital cinema, a 35 mm film could be
displayed reliably onwell over 150,000
screens in all countries around the
world.

Today, electronic acquisition and
digital cinema distribution are rapidly
supplanting film in all major markets,

but the 35 mm film remains the most
universally acceptable format through-
out the world.

Television
In 1950, the role of the Society was of-
ficially expanded to include television,
and we became SMPTE. Transmis-
sion standards for monochrome tele-
vision in the U.S. had been developed
by the National Television Standards
Committee (NTSC), and the second
iteration of this committee developed
the well-known NTSC color televi-
sion standard in 1952. SMPTE’s role
was to develop the standards necessary
to generate pictures and sound for
transmission, as well as to facilitate in-
teroperability of television equipment
fromdifferentmanufacturers.

Interoperability changed the face
of the industry. In the early days of
television, a station would generally
be constrained to buy everything,
from camera to transmitter, from a
single manufacturer. Equipment from
a different manufacturer could not
normally be used in the system. The
evolution of a comprehensive set of
standards changed this; users could
“mix and match” and pick the most
suitable or cost-effective itemof equip-
ment for each requirement—resulting
in greater competition, more versatile
equipment, and lowered costs for
users. Standards also are key to
new companies entering the field.
With a standardized infrastructure,
small companies can enter the mar-
ket with “niche” products; they do
not have to provide the complete
chain in order to become a player
in the market.

Digital Object Identifier 10.5594/JMI.2016.2583301
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Today, electronic
acquisition and
digital cinema
distribution are
rapidly supplanting
film in all major
markets, but the
35 mm film
remains the
most universally
acceptable format
throughout the
world.

HISTORICAL REFLECTIONS ON STANDARDS

Peter Symes
Director of Standards

and Engineering
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Color came to television in the
1950s, and it rose to prominence in
the 1960s, but the biggest change to
television as an industry was proba-
bly the introduction of the videotape
recorder (VTR) in the 1960s. Origi-
nally conceived as a mechanism for
program delay across the various
time zones of the U.S., the VTR
quickly changed the industry from
mostly live programming to pre-
production (and, with the advent of
editing systems, post-production) of
the majority of programs outside
of live news and sports.

This era was also very significant
in the world of SMPTE standards.
VTRs, as well as the tape they used,
came from various manufacturers,
and standards were absolutely essen-
tial to successful recordings and reli-
able interchange. In this era, engineers
from the user community were very
active in standards development, and
the combined voice of many users was
sufficient to coerce manufacturers
into agreeing on a common standard
for a new class of VTRs—one that
dominated the marketplace for many
years.

Initially, SMPTE television stan-
dards were focused on countries that
adopted the NTSC transmission sys-
tem, and themajority
of standards partici-
pants were from the
U.S. and Canada.
The European Broad-
casting Union (EBU)
published many of
the standards for
use in the 50 Hz
countries using the
phase-alternation
line and sequential
color and memory
systems. SMPTE
and EBU coopera-
ted in many areas,
the most significant
being a Joint Task
Force in 1981 that
established the basic
parameters for digi-
tal television (CCIR 601/BT.601)
and the SMPTE/EBU Task Force
on the Exchange of Program Mate-
rial as Bitstreams that established the
basic concepts that led to standards
for the handling of video and audio

essence, as well as associated meta-
data. The dialog with EBU led to
further cooperation and EBU’s deci-

sion to entrust
SMPTE with the
development of
standards for Euro-
pean television sys-
tems, in addition to
those for North
American systems.
In effect, SMPTE
became the source
of studio standards
for the television
world.

Digital Cinema
Large screen pro-
jection of electronic
moving images had
been a goal since
the introduction of
television. Eido-

phor systems produced color images
for venues in the 1960s and very
large, high-quality images by the
1990s, but the systems were large
and expensive and never threatened

A major event in
2004 was the first
large-scale
demonstration for
D-Cinema of the 2k
DLP projector—
and everyone
realized that we
had created a
system that could
provide images
comparable with
the best release
prints.
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the economics of movie distribution
by 35 mm release prints.

Texas Instrument’s demonstration
of the DLP® (Digital Light Process-
ing) projector in 1998 was probably
the most significant event leading to
serious consideration of electronic dis-
tribution and projection of main-
stream cinematographic material. If a
suitable system could be devised, the
economics were compelling. Release
prints are expensive to make, heavy
and expensive to ship, last only a few
weeks, and have to be returned and
destroyed to avoid rampant piracy.
Hollywood was spending well in
excess of $1 billion/year on release
prints.

At this time, high-definition televi-
sion (HDTV) was well established,
and some believed that HTDV was a
plug-in solution for digital cinema.
The movie industry disagreed. It con-
sidered that the quality of image rep-
resented by 35 mm film could not be
approached by HDTV and that an
entirely new system was required.
This was the view adopted by
SMPTE, and D-Cinema (as it be-
came officially known) was developed
in a separate Technology Committee.
There were many contributions to D-
Cinema technology from the televi-
sion world—most significantly, per-
haps, the Material eXchange Format
(MXF) file format for distribution—
but all aspects of image quality and
coding were developed specifically for
D-Cinema, with the critically im-
portant contribution of the
cinematographers. A major event in
2004 was the first large-scale demon-
stration for D-Cinema of the 2K
DLP® projector when many realized
that the system could provide images
comparable with the best release
prints.

However, the greatest complexi-
ties of D-Cinema were business
related rather than technological. Stu-
dios, distributors, and theaters all
needed a system that was financially
viable, not just a good technology.
These discussions are not appropriate
for SMPTE committees, and it is not
likely that acceptable solutions could

have been devised in a public forum.
Digital Cinema Initiatives was
formed by the studios and created a
specification based on the concepts
developed within SMPTE, as well as
incorporating the security systems
essential to a viable movie business.
Other parties created financial sys-
tems that could support the transi-
tion for theaters, and D-Cinema
was born.

The success of D-Cinema has
been phenomenal. Significant de-
ployment began in 2006, and by the
end of 2015, there were over 140,000
D-Cinema screens worldwide, well
over 90% penetration. D-Cinema
also provided another opportunity for
stereoscopic 3D movies, with higher
quality and fewer artifacts than any
film-based system. Over half of the
D-Cinema screens are 3D capable.

The Internet and IT Systems
The original film pull-down device
was adapted from a sewing machine
mechanism, but most of the develop-
ment of film equipment has occurred
within the industry. Until recently,
most television systems have been
based on proprietary hardware and/
or software systems. As in many in-
dustries, that has all changed. Most
television functions and many of the
elements of the digital cinema chain
can be implemented on hardware
and software platforms provided by
the IT industry, or built using com-
ponents from this industry. Post-
production is already almost entirely
based on networks and IT products;
new distribution systems rely on the
internet; only live production and lin-
ear program streams still use many of
the traditional approaches—and even
these depend more and more on IT
technology.

It is inevitable that progress in
the IT industry will lead to this
technology being the only economi-
cally viable approach. This leads to
some tensions today. There are
those who see this inevitability as a
reason to abandon work on all non-
IT solutions. Others, although they
recognize that IT will be pervasive,

believe that traditional pragmatic so-
lutions are a good choice for today,
deferring a move to total network
connectivity until solutions are tried
and tested and, potentially, more
affordable.

SMPTE embraces all of these
viewpoints. Work continues on high-
speed versions of conventional inter-
faces, and work is under way to
standardize network transport of video
and audio. However, even the latter
can be viewed only as interim solu-
tions; SMPTE is working with other
industry groups to visualize the archi-
tectures of the future where networked
services may not require serial inter-
change of conventional rasterized
video.

Much of the work important to
the networked world is not directly
related to network hardware or
protocols. File formats such as
MXF (Material eXchange Format),
packaging systems like IMF (Inter-
operable Master Format), and ob-
ject storage for archiving by AXF
(Archive eXchange Format), service
discovery, registration, and device
control over IP; all are important
elements to allow creative and efficient
usebyour industry of the tools brought
tousbytheITindustry.

The need for versatile metadata
systems in our industry was identi-
fied by the SMPTE/EBU Task
Force on the Exchange of Program
Material as Bitstreams. SMPTE was
a pioneer in metadata standards, but
that presents its own problems. The
tools used initially are outdated and
cumbersome to use, and volunteers
and staff are engaged in a complete
overhaul to provide better tools, im-
proved access, and timely response
to the needs of those working in the
field. Phase two of AXF is focusing
on the collection and structuring of
metadata during production, so that
the eventual archive will include all
the metadata necessary to make the
archive truly useful. This work pro-
vides an approach to what has been
the most intractable of problems—a
simple and practical way to bind
metadata to the appropriate essence.
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Organization, Participation,
Process, and the Future
SMPTEstandardsare
created by a partner-
ship—SMPTE staff
provides the infra-
structure, publishing
services, and general
support; volunteers
provide the expertise
and most of the
authoring work. It is
important to note the
critical roles played by
afewselectvolunteers.
The Standards Vice
President, the Stan-
dards Directors, and
theTechnologyCom-
mittee Chairs all play
substantial and vital
roles in the process.
Each of these roles re-
quires experience and
expertise, as well as a great deal of
personal time.Wesincerely thankall of
these individuals and, where applica-

ble, the employers who support them
in their SMPTE activities.

It is important
tomention the sup-
port provided by
organizations who
host face-to-face
SMPTE standards
meetings.Although
most of the stan-
dard development
work is conducted
through online
meetings, these
quarterly in-person
meetings are an im-
portant part of the
processandprovide
a venue for targeted
discussionsandres-
olution of differ-
ences, as well as
superb networking
opportunities.

Many companies provide facilities for
these meetings, at little or no cost to
SMPTE. Some host a single meeting

block; others are regulars. All report
that hosting is a positive experience for
the company and its staff.This support
is a very important factor inkeeping the
cost of participation in SMPTE stan-
dards low,andwearealwaysgrateful to
ourhosts.

All the volunteers are important,
as is the support of their employers.
In any Standards Development Or-
ganization (SDO), quality work re-
quires broad participation from every
industry sector. In this age of contin-
ually challenged headcounts, many
organizations, particularly smaller
companies, find it difficult to provide
experts with the time for standards
participation. However, the benefits
can be enormous, and few would
wish that the standards that will de-
fine the future of their industry be
left to others.

SMPTE makes participation as
easy as possible. All meetings, includ-
ing the face-to-face meetings, are ac-
cessible remotely from anywhere in
the world.

Interoperability
changed the face
of the [television]
industry. In the
early days of
television, a
station would
generally be
constrained to buy
everything, from
camera to
transmitter, from
a single
manufacturer.
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The need for efficiency in stan-
dards development and the increased
interdependency of all functions in a
networked world have emphasized
the need for inter-SDO cooperation.
Today, SMPTE works with a very
large number of national and interna-
tional SDOs, as well as with many
trade groups. The Society’s contribu-
tions are recognized by the accredita-
tions of the American National
Standards Institute (ANSI) and by
international organizations such as
the International Telecommunica-
tion Union and the International
Organization for Standardization/
International Electrotechnical Com-
mission (ISO/IEC).

Finally, after 100 years of stan-
dards development, the tools have
changed. Early standards relied on
documents first handwritten, then
typed then typeset for publication—
after a draftsman had prepared the
precision drawings needed. Word
processors helped in document prep-
aration, but for many, many years,

the development process was paper
intensive. A group of standards
meetings was characterized by ar-
riving with one suitcase full of pa-
per and leaving with two. The
process has evolved through local net-
works and servers, to web services and
online collaboration, providing the
necessary information to all partici-
pants, no matter where located. Now,
since most SMPTE standards are
software related, or include code,
schemas, test vectors, etc. the tools
available to developers include issue
tracking software, repositories, and
online databases.

However, there is a need for educa-
tion. In today’s world of fast-moving
technology, many young people see
standards as archaic and constraining.
This is a strange perception in the era
of network and internet technology,
where incredibly rapid evolution has
been made possible by the existence
of a comprehensive set of well-written
standards from organizations such as
the World Wide Web Consortium

(W3C) and the Internet Engineering
Task Force (IETF). Perhaps the
point here is that good standards
provide an environment or infra-
structure that just appears to be the
“natural order of things,” and the
users who build on them can remain
largely unaware of this foundation.
We need to show, and persuade aca-
demia to teach, that standards exist,
not to constrain, but to provide a
platform that allows developers to ex-
ercise their creativity.

Thus, many things have changed
since 1916, but the essentials of the
work remain. In 2016, we still gather
experts from all parts of the industry to
develop standards that will benefit the
industry as a whole by providing inter-
operability, economies of scale, and
platforms that are the basis for innova-
tion. The next hundred years will
bring technologies we cannot imagine
today, but it is likely that a cooperative
standards process will be an important
element in making the best use of
those technologies.
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SMPTE Education: Past, Present, and Future

S
MPTE has a proud history
of education initiatives, and
since the Society’s inception
in 1916, Education has been

at the forefront of the Society’s activi-
ties carried out through Section meet-
ings, conferences, and the society’s
publications, mainly the Journal.

Publications
Dissemination of information began
with the publication of the first
Transactions of the Society of Motion
Picture Engineers in July 1916, predat-
ing the addition of “television” which
did not yet exist! In the 1930s, the
Society decided to change the name
to the Journal to broaden the scope
of material from just quarterly meet-
ing reports to include content from
other sources. Although the focus
and name of the publication have
shifted over the years, the Journal has
always served the function to docu-
ment significant technical develop-
ments in motion picture and later
television, starting in 1950.

Conferences
The Society has been educating its
membership since the first gathering
in Washington, District of Columbia,
in July 1916. With growing interest in
the Society, by 1921, SMPE meetings
took place in New York, Atlantic
City, Chicago, Rochester, Cleveland,
Philadelphia, Pittsburgh, Montreal,
Dayton, and Buffalo (Fig. 1). Confer-
ences were two to three times a year,

until 1918 when they became bian-
nual events held in May and October
and until 1975 when they were re-
duced to once per year. In 1985, the
Society’s annual meetings began to al-
ternate between conventions centers
in New York and
LosAngeles. Since
2008, the Annual
Technical Confer-
ence & Exhibition
has been solely
held on the west
coast in Holywood,
California. Through
out the past 100
years, the format,
names, and loca-
tions of these an-
nual events have
changed, but one
constant remains.
These meetings
continue to serve
as a gathering for
introduction, discussion, and the
exchange of knowledge for emerging
technologies in the motion imaging
industry.

In the late 1990s, SMPTE joined
with five other international societies
to partner in the International Broad-
casting Convention (IBC), the inter-
national exhibition and conference
held annually in Amsterdam. Through
its many expert members, SMPTE
supports the conference by program-
ming various topical sessions.

Over the years, SMPTE has also
sponsored topic-specific conferences
that address emerging technology
trends and issues. A long-standing part-
nership with the National Association of

Broadcasters (NAB) is a two-day
program, which is now called the
“Future of Cinema Conference,” fo-
cusing on technology topics in cin-
ema. In 2013, SMPTE launched a
two-day conference, in partnership

with Stanford Uni-
versity, focused on
the growing enter-
tainment activities in
the Silicon Valley,
which is now entitled
“Entertainment Tech-
nology in the Con-
nected Age.” In recent
years, SMPTE has
also begun to produce
conferences in Europe,
in partnership with
local organizations,
such as the European
Broadcasting Union
Switzerland) and the
Fernseh- und Kino-
technische Gesellschaft

(FKTG) (Germany).

Education Strategy
and Services
In recent years, efforts to strengthen
the Education pillar have continued
with the formation of the Education
Strategy Committee (ESC) in 2014
to provide education-related guid-
ance and recommendations to the
Board of Governors on education
initiatives. The committee includes
members from academia, industry,
and SMPTE staff.

continued on p. 20
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Today, SMPTE
offers a variety of
education services,
with the goal of
providing the
global motion
imaging industry a
number of ways to
learn about
important current
and emerging
technologies.

HISTORICAL REFLECTIONS ON EDUCATION

Pat Griffis
Education Vice President

Contributions from Joel Welch and Dianne Purrier
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Today, SMPTE offers a variety
of education services, with the goal
of providing the global motion imag-
ing industry a number of ways to
learn about important current and
emerging technologies (Fig. 2).
SMPTE produces technical webcasts;
a monthly single-topic technology
e-Newsletter, SMPTE Newswatch;
virtual courses; the Digital Library;
and even educational wall chart inserts
within the Journal.

The Society’s Digital Library,
which was launched in 2011, not
only provides access to SMPTE stan-
dards but also holds the entire library
of the SMPTE Journal, going back to
the first days of SMPTE as well as
many conference papers. Overall, the
library is 100 years of content, in-
cluding many historically important
articles. The Journal archive is avail-
able free of charge to members.

FIGURE 1. President greets SMPTE at the White House in 1930.
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The “Monthly Education Web-
casts” were the first online education
service, which was launched in 2008.
These continue to be popular with
members and nonmembers alike.
They are convenient and provide a
broad range of technology topics.

Technologies covered include those
which are widely deployed, but
slightly understood, as well as those
which are in the early deployment
phase. Each of these webcasts is pre-
sented by an expert on the topic and
always includes the opportunity for

webcast guests to speak directly to
the presenter. All webcasts are cap-
tured and posted for member on-
demand playback. They are also a
free SMPTE Member benefit.

More recently, general webcast of-
ferings have been expanded. They
now include quarterly series, includ-
ing one on emerging technologies,
and an exclusive, invitation-only se-
ries for Executive Members. Finally,
a strategically significant series of
webcasts is produced to cover
SMPTE standards and progress
made by the SMPTE Standards
Community. No one can help edu-
cate the industry on SMPTE stan-
dards better than SMPTE itself.
With a growing diversity of stan-
dards with ever-increasing complex-
ity, this is one of the priorities for
the education team.

The SMPTE Virtual Classroom
was implemented in 2012 to pro-
vide global access to deeper, more
intensive learning opportunities on

FIGURE 2. SMPTE’s Global Education Audience.
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technologies of particular importance
to the industry. As of this writing,
offerings include intensive, multi-
week courses on routing, switching,
and internetworking (Cisco’s world-
renowned Cisco Certified Network
Associate program), Essentials of IP
Media Transport for Broadcasters,
and Navigating the Ultra High Defi-
nition (UHD) Ecosystem. Future
courses will include SMPTE’s Inter-
operable Master Format standard
and others covering various SMPTE
standards. The Society’s virtual
courses include self-study, narrated
lessons, assignments, quizzes, and fi-
nal exams. Interaction is encouraged
through the use of course-specific
online discussion forums and
weekly, live, online instructor coach-
ing sessions. Instructor coaching ses-
sions are captured for on-demand
viewing. Participants who complete
the minimum course requirements

receive a “certificate of achievement”
for their efforts.

Education for the Future
Future education plans include add-
ing to education efforts on SMPTE
standards. To ensure all levels across
the motion imaging industry are cov-
ered, several types of media will be
implemented. For general, high-level
understanding of various SMPTE
standards, short summary videos are
planned. Webcasts will provide an
opportunity to discuss the video
topics a little deeper. Select standards
will continue to form the basis of fu-
ture SMPTE virtual courses. This
approach will help to raise awareness
of SMPTE standards by enhancing
understanding, but it will also allow
individuals to choose the education
service that best matches the depth
and scope of coverage needed.

Scholarships
Beyond these education services, the
Society is committed to supporting
the education of students and future
industry leaders. The long-standing
Louis Wolf Jr. Memorial Scholarship
is awarded annually to help support
students with their education in pro-
grams related to SMPTE’s field of in-
terest. In addition, the ESC is working
on a number of other programs, in-
cluding grants and awards programs,
which will help ensure that students,
young professionals, and, in some
cases, even well-seasoned members of
the industry are able to access post-
secondary, graduate, and professional
development education opportunities.
These programs are vital to ensur-
ing that SMPTE remains strong,
continues to foster innovation, and
develops critical standards while re-
maining a driving force in elevating
the motion imaging industry.

00.org

Join Us
for the biggest birthday party

in the last 100 years!1 y

Centennial Gala
FFRIDAY, 28 OCTOBER 2016
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6801 Hollywood Blvd., Hollywood, CA 90028

Purchase tickets with SSMPTE 2016 conference registration 
or separately at www.smptegala.org
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100 Years of Growth

I
n 1916, as SMPE was being
formed, its main purpose was
to establish standards in this
new industry of motion pic-

tures. In order to do that, the most
knowledgeable people needed to come
together to discuss and debate the is-
sues at hand. From the earliest stages,
the new Society encouraged these peo-
ple to join the Society to form this net-
work of informed experts.

In the early days, membership
was determined by invitation and
recommendation only. This was a
common method for professional as-
sociations. The practice persisted
through at least the 1970s; I recall
that when I applied for Active mem-
bership, my application had to be
countersigned by two other mem-
bers. Today, we have departed from
this practice; we encourage anyone
who wishes to join to do so. The ob-
jective of the Society was, and still is,
the advancement in theory and prac-
tice of the motion picture engineering
and allied arts and sciences, the stan-
dardization of the mechanisms and
practices employed therein, and the
maintenance of the high professional
standing of its members. Active
members were engaged in designing,
developing, or manufacturing mate-
rials, mechanisms, or processes used
in this or allied arts. The Society was
open to anyone who embodied these
qualities.

Today, while the notions of invita-
tion and recommendations have long

been dismissed, the general charac-
teristics of membership have not
changed.

To give context, when the Society
was formed in 1916, there were two
types of membership: Active and Asso-
ciate. Active mem-
bers paid $10, and
Associate members
paid $5. In to-
day’s dollars, that
$10 dues payment
would equate to
more than $229.
The leadership re-
alized that it
needed these rates
as the Society was
forming as an in-
vestment in its growth. This level of
dues was determined to be too high
and was moderated once the Society
reached a level of financial stability. In
2016, SMPTE membership is $145
for Active members and only $45 for
Associate members, a bargain com-
pared to the early days.

It was also clear to the early
leaders that, in order to grow the So-
ciety, it needed to expand its bound-
aries and become an international
organization. As early as 1927, the
Society was already accepting mem-
bers from the following countries:
Argentina, Austria, Australia, Canada,
England, France, Germany, Holland,
India, Italy, Japan, New Zealand,
Norway, Poland, Russia, and South
Africa. Today, the Society is pleased
to have members represented in all
these countries, plus about 50more.

In 1916, the Society had 26 mem-
bers. In 1927, after 11 years, it had a

membership of only over 220 (Fig. 1).
Today’s membership of nearly 7000
individuals reaches across the globe.
From engineers to creatives and
from television to digital media and
still to film, SMPTE’s membership is

broad and vast. The
broad range of exper-
tise and diversity of
perspective our mem-
bers possess is truly
the greatest source
of our strength, as
will be apparent to
anyone who has at-
tended an SMPTE
Section meeting, con-
ference, or standards
committee.

As the membership grows, groups
of members are encouraged to form
Sections where they can conduct
monthly meetings to educate the local
audience on the latest in standards
and industry technology. The first to
be formed was the Pacific Coast Sec-
tion in 1924 (now the Hollywood,
San Francisco, Sacramento, and
Pacific Northwest Sections). Today,
SMPTE has 29 Sections from
New York to Hollywood to Australia
and the U.K. Across the globe, an
SMPTE member could attend a
Section meeting on nearly every
continent.

Our Student Members represent
the future of our Society. In recent
years, it became apparent that the
annual dues we charged students,
while modest compared to what we
ask of working professionals, was be-
coming a barrier to entry. We now
ask only $10 a year of students, with
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From engineers to
creatives and from
television to digital
media and still to
film, SMPTE’s
membership is
broad and vast.

HISTORICAL REFLECTIONS ON MEMBERSHIP

William C. Miller
Vice President of Membership
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the first year of membership being
free to them. The result has been an
explosive growth in the number of
Student Members and, thanks to the
hard work of our Section Officers
and Managers and the commitment
of our Faculty Advisors, an equally
explosive growth in the number of
student chapters to 24.

The Society has been supported
over the years by many corporations
through sustaining membership. This
category of membership was estab-
lished in 1930 with ten companies,
four of which (Kodak, Paramount,
Technicolor, and Sarnoff Laboratories
[successor to RCA]) continue as
Sustaining Members today. The So-

ciety currently includes no film-only
companies, but our more than 250
Sustaining Members span the full
field of motion imaging, from studios
to television networks to internet-
streaming companies, as well as the
vast array of manufacturers who sup-
port the industry.

A crucial aspect of membership is
as a source of leadership for the Soci-
ety. From within the membership,
the Sections and the Society have
produced inspiring leaders who have
given their own time and talents to
manage this marvelous organization.
From the local Section Managers to
the Regional Governors to the Soci-
ety President, each of these leaders
started out with that first member-
ship application, many of them, like
myself, as Student Members.

While SMPTE was founded prin-
cipally to set industry standards, it is
its people—in the form of a global
membership—who keep the Society
alive and thriving into its second
century.

FIGURE 1. SMPE membership trends.

www.smpte100.org

SSMPTE Celebrates Founder’s Day!

In honor of Founders' Day, Executive
Director Barbara Lange rang the Closing
Bell for Nasdaq at MarketSite on Friday,
22 June, surrounded by many members,
volunteers, and staff.

MarketSite is located in Times Square,
which is often referred to as the
"crossroads of the world" and is filled
with moving images. In fact, one of our
members, John Footen, was part of the
team that developed the original
Nasdaq MarketSite video wall!
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More, Faster, Higher, Wider: A Brief History
of Increases in Perceptible Characteristics
of Motion Imaging
By Mark Schubin

Abstract
Since at least the 19th century, if not earlier, people have tried
to improve such characteristics of motion imaging as spatial res-
olution, aspect ratio, frame rate, dynamic range, and color
gamut. Many of those improvements have
affected other characteristics. There is no indi-
cation that improvements will soon stop.

Keywords
Aspect ratio, high dynamic range (HDR),
high frame rate (HFR), motion picture his-
tory, television history, UHD, wide color
gamut (WCG)

Introduction

R
ecent SMPTE standards have
been related to topics such as
higher spatial resolution (HSR),
higher frame rate (HFR), higher

dynamic range (HDR), wider color
gamut (WCG), and higher luminance, all
for motion imaging systems,i and so have
recent papers in the SMPTE Motion
Imaging Journal.ii

The term “ultra-high-definition” (UHD) suggests that
the current push for such increases might be the last, re-
sulting in the final form of motion imaging. Historical re-
search, however, suggests that increases in all of those
characteristics—and more—have been going on through-
out SMPTE’s history and even before the first motion
picture or video signal. SMPTE’s founder and first Pres-
ident, Charles Francis Jenkins, for example, was involved
in both HSR and HDR in some of his television work.

Spatial Resolution
As a television pioneer, Jenkins might be known best for
his work in the 1920s, which included what was probably
the earliest wireless transmission of live motion images in

1923.1 However, Jenkins’s connection
to what we today call television was
much older. A decade earlier, before he
founded the Society of Motion Picture
Engineers (SMPE), he published “Mo-
tion Pictures by Wireless.”2 In addi-
tion, his first publication on electrically
delivered motion pictures appeared in
1894.3 It involved wired rather than
wireless transmission, but a bigger
problem was that the images were not
to be scanned; there was a need for in-
dividual connection between each pho-
tosensitive element in the camera (called
a “transmitter”) and each glowing fila-
ment of the display (called a “receiver”).

The diagram in that 1894 publica-
tion was remarkably similar to those in
Plate 1 of “Seeing by Electricity,” pub-

lished in Scientific American in 1880, as shown in Fig. 1.4

Digital Object Identifier 10.5594/JMI.2016.2579138
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iSee, for example, SMPTE ST 12-3:2016, “Time Code for
High Frame Rate Signals and Formatting in the Ancillary Data
Space”; ST 2036-1:2014, “Ultra High Definition Television—Image
Parameter Values for Program Production”; ST 2048-0:2012,
“2048 � 1080 and 4096 � 2160 Digital Cinematography Produc-
tion Image Formats FS/709—Roadmap for the 2048 Document
Suite”; ST 2084:2014, “High Dynamic Range Electro-Optical
Transfer Function of Mastering Reference Displays”; ST
2085:2015 “Y'D'ZD'X Color-Difference Computations for High
Dynamic Range X'Y'Z' Signals”; and ST 2086:2014, “Mastering
Display Color Volume Metadata Supporting High Luminance and
Wide Color Gamut Images.”

iiSee, for example, P. Putman, “Display Technology: The Next
Chapter,” SMPTE J., 125(3):30–34, Apr. 2016; K. C. Noland,
“High Frame Rate Television: Sampling Theory, The Human Vi-
sual System, and Why the Nyquist-Shannon Theorem Does not
Apply,” SMPTE J., 125(3):46–52, Apr. 2016; and S. McCarthy,
“How Independent Are HDR, WCG, and HFR in Human Visual
Perception and the Creative Process?” SMPTE J., 125(4):24–33,
May/June 2016.

As a television
pioneer, Jenkins
might be known
best for his work in
the 1920s, which
included what was
probably the
earliest wireless
transmission of
live motion images
in 1923.

TECHNICAL PAPER
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It related to the work of George R. Carey, possibly the
first person to apply the word camera to an optoelectronic
device. The figures are based on drawings in Carey’s note-
book (acquired by the Karpeles Manuscript Library Mu-
seum in 2001). The diagram of the camera in the
notebook shows a matrix of eight photosensitive elements
across by eight down.5 According to his notebook, Carey
was inspired to begin his work on image transmission by
an article in Scientific American on 9 December 1876
about a “sensitive artificial eye” shown in London earlier
that year by Charles William Siemens, which was, in effect,
a single-pixel camera.6

Pretelevision Image Transmission
Higher spatial resolutions for electrical image transmission
existed long before either Carey’s camera or the Siemens
eye. In 1843, Alexander Bain patented what came to be
known as a “copying telegraph.”7 His invention included
horizontal scanning lines, pixels, line synchronization, and
frame synchronization. According to a 1984 history of
electronics, “The concept embodied all the geometrical
and timing methods of the modern television system.”8 It
primarily lacked optical input; images had to be created in
a way that would control the making and breaking of a
circuit (e.g., being written or drawn in insulating ink on a
metallic sheet).

Figure 2 shows what might be the oldest existing
transmitted image, dated 12 November 1850, from the ar-
chives of the Institution of Engineering and Technology.

Frederick Bakewell received it by using his copying tele-
graph, and it shows 30 scanning lines in what was origi-
nally a height of about 2 cm. By the time commercial
image-transmission service was inaugurated between Paris
and Lyon in 1865, resolution could be increased simply
by increasing the image area.9

Shortly after the Siemens eye, Denis D. Redmond at-
tempted to combine the scanning of the copying telegraph
with an optoelectronic image sensor but found the latter’s
light-to-dark recovery time too slow. His first live video
image, therefore, which was achieved by 1879 and one
which he described as “crude,” involved a direct connec-
tion for each pixel.10

Video Scanning
In what appears to have been the first television patent,
one of Paul Gottlieb Nipkow’s drawings showed a disk
with a spiral of apertures that, when spinning, would
create images with a fixed 24 scanning lines, as shown
in Fig. 3.11 Although for his 1923 wireless transmission
of moving images Jenkins used a scanning disk with a
fixed 48 lines, he also developed “prismatic disks” for
scanning that did not have a fixed resolution.12 Instead,
spatial resolution in scanning lines was based on the ratio
of the rotational speeds of the horizontal and vertical
scanning disks.13 Using a form of the Nipkow disk, prob-
ably with 30 scanning lines, SMPTE Honor Roll mem-
ber John Logie Baird achieved the first video image of a
recognizable face in 1925.14

At the fifth German Radio Exhibition in 1928, August
Karolus introduced 96-line television images, which were
high definition (HD) when compared to the 30-line

FIGURE 1. “Seeing by Electricity,” Scientific American,
June 5, 1880.

FIGURE 2. Portion of an 1850 image transmission, from the
Institution of Engineering and Technology Archives.

FIGURE 3. Scanning disk from Nipkow’s 1885 patent.
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standard-definition images of the time.15 The British gov-
ernment offered an official definition of HD television in a
parliamentary report published in January 1935: “it should
be not less than 240 lines per picture….”16 Two years
later, the same government was the first to adopt a single
standard for television broadcasting.17 Utilizing electronic
scanning, it was described as 405 lines, but some of those
lines were in a blank interval, allowing time for the electron
beam to move from the end of one image to the start of
the next; thus, there were only 377 lines carrying picture
information (“active” lines).18 The images were also inter-
laced, possibly reducing perceptible resolution.19

Remarkably today, in an era of digital cinema projec-
tors using digital micromirror devices (DMDs), mechani-
cal scanning is again being used in cameras. Researchers
at Carnegie Mellon University and Columbia University
have built and reported on one version called LiSens,
using a DMD for scanning to a line array sensor.20

UHD pixel counts pale in comparison to some others.
UHD-1, which is commonly called “4K,” has around 8
megapixels; UHD-2, which is commonly called “8K,” has
about 33 megapixels. Canon has already demonstrated a
120-megapixel image sensor, and at the NAB Show in
April 2016, the new Lytro Cinema lightfield camera was
said to have an extraordinary 755 RAW megapixels.21

SMPTE’s publications and meetings have long covered
high spatial resolution. The Nippon Hoso Kyokai (NHK)
motion-imaging system with what today is considered HD
resolution, for example, was demonstrated at the SMPTE
Winter Television Conference in San Francisco in 1981.
The Society’s first standard dealing with resolution was
SMPTE 240M, “Signal Parameters—1125-Line High-
Definition Production Systems,” which was approved in
1987 but initially opposed as an American National Stan-
dard.22 Although the 1125 number of total lines has not
changed, the number of active lines changed from 1045
to 1035 in SMPTE 240M and then to today’s common
1080 lines in SMPTE 274M.23

Aspect Ratio
Another characteristic in which SMPTE 240M differed
from NHK’s HD proposal was in aspect ratio (width:
height). NHK proposed 5:3; SMPTE 240M specified
16:9.24 The earliest published appearance of that aspect
ratio (as “5.33:3”) was in a 1984 paper in the SMPTE
Journal by Joseph Nadan and Richard Jackson.25 It
closely matched an aspect ratio, as shown in Fig. 4,
which was developed in SMPTE’s working group on
HD electronic production, based on minimal area loss
for different presentation aspect ratios.26

Imagery does not have an inherent aspect ratio. In fact,
the image produced by a round hole (or round lens) is
round, not rectangular. However, planar artworks are usu-
ally rectangular and are often framed, perhaps suggesting
windows or doorways (which might be rectangular due to
the orthogonality of a person standing on the ground).

Picture tubes were initially round to best contain the
vacuum within. In area, the largest rectangular image that
can fit in a circle has an aspect ratio of 1:1. The initial
aspect ratio of British 405-line television was a very close
5:4, which was changed in 1950 to 4:3 to match television
practices elsewhere in the world.27 The U.S. had indeed
been broadcasting television in a 4:3 aspect ratio. It was se-
lected by the National Television System Committee
(NTSC) in 1940, after the evaluation of systems ranging
from 3:4 to 11:8, because, according to committee docu-
ments, 4:3 “has all advantages found in motion picture
practice” and “permits scanning of motion picture film
without waste of screen area or distortion of the aspect
ratio.”28

Introduction of the Sound Track
What is strange about mentioning those criteria for selec-
tion is that motion picture film had gone through its own
aspect ratio changes and was no longer 4:3 at the time.
When the same television aspect ratio selection process
had been performed in 1929, a match to motion picture
film practice was also chosen, but at that time, the se-
lected aspect ratio was 6:5 because the allocation of space
for a sound track within the film width made the initial 4:3
images of silent film narrower.29 Even before the sound
track, as early as 1913, it was suggested to exhibitors in
Britain to try masking 4:3 frames to create a wider aspect
ratio. According to the article, “the result is a better shaped
picture—more artistic. The portion masked off will never
be missed.”30

To solve the sound-track space problem (and, perhaps,
create a “better shaped picture”), SMPE participated with
the Academy of Motion Picture Arts and Sciences on the
development of both wide-film motion pictures and im-
provement of the shape of images projected from common
35 mm film.31 The result of the latter effort, the so-called
“Academy aperture,” was reported in 1932: “The Stan-
dards Committee unanimously agreed to recommend
for adoption by the Society the dimensions 0.600 by
0.825 inch as standard dimensions for 35 mm. projector
apertures.”32 Thus, at the time the NTSC selected 4:3 as
matching film practice, film practice had long since

FIGURE 4. Derivation of a camera aspect ratio (SMPTE Journal,
June 1990, p. 439).
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changed to 11:8 (an aspect ratio the NTSC considered)
or 1.375:1.

Wider Than 16:9
The 16:9 aspect ratio has endured into the era of UHD,
with a slight increase to �1.9:1 in cameras and projectors
intended for digital cinematography and digital cinema ap-
plications, as in SMPTE ST 2048 (see footnote i). Many
movies have been released in wider aspect ratios, however;
thus, a number of television set manufacturers have intro-
duced models with 21:9 displays.33

The displays used in augmented and virtual reality sys-
tems usually have a fixed aspect ratio, but such systems
also usually allow viewers to look beyond the display’s
edges by moving their heads.34 Viewers could also move
their heads to look at motion images all around as early as
1900 in Raoul Grimoin-Sanson’s Cinéorama, at the Paris
Exposition, with ten synchronized projectors, as shown in
Fig. 5.35

Frame Rate
Motion image displays have aspect ratios; caves do not.
Paleolithic cave art might exhibit all other characteristics
of motion imagery: spatial resolution (affected by the
width of the painting tool), color (affected by pigments),

and, perhaps surprisingly, animated motion. According to
Marc Azéma, a member of the scientific team studying
the Chauvet Cave in France, “If we take into account the
dynamic properties of Paleolithic lighting, consisting of
flickering torch light or oil lamps, of the interaction of pa-
rietal images with the rocky relief they are painted on, and
the existence of optical effects such as anamorphism, we
can reasonably assume that the majority of the images ap-
peared to be animated by Paleolithic humans.”36 Azéma
has attempted to recreate the look of that animation using
modern moving-image tools.

His recreations have frame rates; the originals did
not. The first projected motion pictures also had no
frame rates. In 1685/1686, Johann Zahn described magic
lantern-type projectors with revolving slides. He also
described projection clocks and projectors that could de-
pict the motion of small living animals.37 Movies and tele-
vision rely, however, on the apparent motion of the
presentation of a sequence of image, rather than on actual
motion.

Apparent Motion
Following research into visual fusion frequencies by
Joseph Plateau in the late 1820s and into stroboscopic vi-
sual effects by Michael Faraday shortly thereafter, in 1832,

FIGURE 5. An artist’s conception of the Cinéorama.
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Plateau and, independently, Simon Stampfer introduced
the first sequential-image apparent-motion devices; that
is, slotted disks with drawings depicting different stages
of motion, as shown in Fig. 6. When the disks were
spun in front of a mirror and viewed through the slots,
apparent motion was seen. The name “phenakistoscope”
(view deceiver) was soon applied to the devices.36 In an
1852 addendum to a patent for a stereoscope, Louis
Jules Duboscq described a motion picture disk with
photographic images, probably the earliest patent for a
form of photographic movies (and in stereoscopic 3-D).38

As recently as the end of 2015, Finland broadcaster Yle
distributed photographic phenakistoscope disks to cele-
brate the 150th anniversary of the birth of composer Jean
Sibelius.39

Phenakistoscopes and, later motion picture disks, cylin-
ders, and flip books had no fixed or even suggested frame
rates, but they were somewhat self-regulating; if a viewer
saw apparent motion, the rate was good. SMPTE Honor
Roll member Louis Aimé Augustin Le Prince was proba-
bly the first to introduce motion picture devices not rely-
ing on disks or cylinders but on an image band (film) of
indeterminate length, with cameras and projectors that
were cranked.36 His October 1888 motion pictures of
Roundhay Garden and Leeds Bridge are among the oldest
existing filmed motion pictures. Their frame rates, how-
ever, were very different. His son, Adolphe, wrote on a
print of Roundhay, “Taken from 10 to 12 a second,” and
of Leeds Bridge, “taken at 20 pictures a second in poor
light.”40 SMPTE Honor Roll member Thomas Edison re-
ported that his kinetograph shot 46 pictures per second.41

His assistant, SMPTE Honor Roll member William K. L.

Dickson, reported, however, that they were at an “average
23 pictures a second.”42 A report on the Kinesigraph of
Wordsworth Donisthorpe and William Carr Crofts in
1891 said it operated at “a rate from eight to twelve per
second,” while citing its patent specification as indicat-
ing images would be projected at “about seven flashes
per second” and shot at “from eight to six times in a
second.”43

Fixed Frame Rates
Redmond, an ophthalmic surgeon, published the earliest
television frame rate in 1879, actually preceding all film
frame rates: “every portion of the image of the lens should
act on the circuit ten times in a second….”10 However, by
the time electronic television broadcasting began, the
motion picture industry had adopted a fixed rate of
24 frames/sec.

The rate needed to be fixed so that sound could be
played at a constant rate, without changes in pitch. As for
the selection of the rate, Western Electric engineer Stanley
Watkins said, “According to strict laboratory procedures,
we should have made exhaustive tests and calculations
and six months later come up with the correct answer.”
Instead, “What happened was that we got together with
Warners’ chief projectionist and asked him how fast they
ran the film in theaters. He told us it went at 80 to 90 feet
per minute in the best first-run houses and in the smaller
ones anything from 100 feet up, according to how many
shows they wanted to get in during the day. After a little
thought, we settled on 90 feet a minute [24 fps] as a rea-
sonable compromise.”44

Separate Frame Rate from Image Flash Rate
While 24 was an adequate number for the portrayal of ap-
parent motion, it was too slow for flicker fusion; thus, film
projectors used multibladed shutters, allowing each frame
to be presented twice (for a two-bladed shutter), with 48
flashes of image per second, sufficient for flicker fusion on
relatively dim cinema screens. A rough equivalent to the
multiblade shutter in television was “interlace.” In 2:1 in-
terlace, every other scanning line is transmitted in one
“field,” followed by the skipped lines in a second field, the
two fields combining to form a single frame. A patent was
issued for the concept as early as 1915.45 A form of 3:1
interlace for television was demonstrated in 1928 and
broadcast in Chicago.46 A patent for an electronic version
was applied for in 1932 (and issued in 1939).47

There remained two problems for the television frame
rate. One was a power frequency-induced ripple affecting
the images. The other was an insufficient flicker fusion
frequency under home viewing conditions. Both were re-
solved in the U.S. with a move to 30 frames and 60 fields
per second, tied to the power frequency. This introduced
a new problem of compatibility with 24 frame/sec film,
which was resolved by designing a special projector that

FIGURE 6. Phenakistoscope-like disk made by cinematography
pioneer Eadweard Muybridge.
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would keep even film frames stationary for two video
fields and odd frames for three.48

Progressive Scanning and Beyond
In the days of low-resolution mechanical scanning and
even with early electronic picture tubes, reductions in per-
ceived static spatial resolution and increased perceptibility
of scanning lines, both potentially caused by interlace,
were not noticed. Some of the very factors (reduced
scanning-line visibility, reduced flicker, and finer detail)
cited by proponents of noninterlaced or “progressive”
scanning today were attributed to interlaced scanning in
1932.49 However, as lenses, cameras, and displays have
improved and spatial resolutions have increased, the arti-
facts of interlace have become more noticeable.

Eliminating 2:1 interlace means a doubling of frame
rate for the same flicker fusion at the same luminance and
viewing angle, but that is not the only reason for increas-
ing frame rate. Spatial resolution may be measured in dif-
ferent ways. For stationary images, static and dynamic
spatial resolutions are the same; for motion images, they
are not. The clearer images of increased static spatial reso-
lution can become blurry, again, in moving images.50

New camera and display technologies allow extraordi-
narily high frame rates. Figure 7 shows a trillion-frame-
per-second camera developed at the Camera Culture
Group at the MIT Media Lab in conjunction with the Ba-
wendi Lab at the MIT Department of Chemistry. At this
rate, the camera can depict the motion of a pulse of light
passing through a soda bottle.51 It can also see around
corners.52 Moreover, it has already been surpassed in
speed by a 4.4 trillion frame/sec camera.53

Dynamic Range
The Jenkins 1923 wireless motion picture transmission
was unusual aside from its precedence. It had no dynamic
range. The picture elements were not black and white but
black or white. Jenkins explained at a meeting of the
SMPE that the reason for the silhouettes was that he was
using continuous-wave transmission rather than a modu-
lated carrier.54 Baird’s early television work was also

limited to silhouettes (“shadowgraphs”) but for a different
reason: Silhouettes were acquired by both Jenkins and
Baird by shooting people or objects against a very bright
background (“possibly several thousand candle power,”
according to Baird). “In the transmission, however, of ac-
tual objects,” said Baird, “even where only black and
white are concerned, the [photosensitive] cell has to dis-
tinguish between darkness and the very small light, usually
indeed only a small fraction of a candle power, reflective
from the white part of the object.”55 In other words, it
was a sensitivity issue. The achievement of “daylight tele-
vision,” able to be shot in broad daylight rather than un-
der extreme studio lighting conditions, was celebrated on
both sides of the Atlantic Ocean in 1928.56 Today, sensi-
tivity is no longer a major concern, with the recent intro-
duction of an HD camera with a minimum subject
illumination of 0.0005 lx or less (at 75 dB, F1.2, 29.97P,
50IRE). It is described as being as sensitive as film with
an ISO speed in excess of 4,000,000.57

The “range” of the term “dynamic range” suggests
that mere sensitivity is not enough. Figure 8 shows a
scene, shot with Xensium CMOS image sensors, pre-
sented by Peter Centen of what was then Thomson Grass
Valley at the SMPTE Digital Cinema Summit in April
2008. The only light in the room was coming from the
lamp aimed into the camera, yet both the filament of the
bulb and the darkest chips on the reflectance chart were
clearly visible in the projected image. The scene was said
to have a contrast ratio of 10,000,000:1, in excess of 23
stops.58

Displays are now capable of greater dynamic ranges,
too. In January, the UHD Alliance specified that television
sets displaying the UHD Premium logo had to, aside
from other characteristics, comply with the SMPTE
ST 2084 electro-optic transfer characteristic and offer either
a peak luminance of at least 1000 cd/sq. m and a minimum
of less than 0.05 or a peak of at least 540 and a minimum
of less than 0.0005.59

The 1900 surround-pictures Cinéorama was shut
down after three days due to what the authorities consid-
ered excessive heat in the projection booth.34 It might
seem that increasing the illuminance of a cinema

FIGURE 7. MIT trillion-frame-per-second camera.

FIGURE 8. Scene with a 10,000,000:1 contrast ratio.
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auditorium’s screen, all else remaining the same, requires
increasing the output of a single projection lamp. Today,
autoalignment and stitching software allow
multiple projectors to be used to increase
illuminance. Scalable Display Technologies
demonstrated their version at the HPA
Tech Retreat in 2005.60

Gray Scale
The UHD Alliance calls for a 10-bit depth.
58 In theory, any dynamic range can fit in
any bit depth, each additional bit simply
increasing the signal-to-noise ratio by ap-
proximately 6 dB.

One technique for dealing with the pro-
cessing of digital video signals without the
need to increase bit depth was described in
the SMPTE Journal in June 1989.61

Color
A strange report of something that supposedly occurred in
France appeared in many publications around the world
in 1863. It involved Giovanni Caselli’s pantelegraph, the
image-transmission system that would be used commer-
cially two years later.

At the receiver, chemically treated paper was subjected
to an intermittent electric current, depending on the infor-
mation being transmitted. Figure 2 is from an earlier sys-
tem. Other colors would be possible, as would an
inversion of background and foreground, but changing
color on a pixel-by-pixel basis does not seem possible.
Nevertheless, the report stated, “…recently the inventor
telegraphed a painting of a full-blown rose from the Ob-
servatory to the Bureau of the Telegraphic Administration.
The petals were of a beautiful pink color, and the leaves
of an equally good green—in short, were exactly like the
tints of the original.”62 Perhaps someone hand colored a
transmitted image; perhaps the idea of image transmission
so astonished the reporter that the image seemed, after-
ward, to have been in color.

Only 17 years later, Maurice Leblanc actually did con-
sider how to transmit color imagery. Most color television
systems utilize three display color primaries, and the
colors that can be reproduced fall within a shape defined
by those three primaries. For any three visible color pri-
maries, some colors, such as saturated blue greens, will

fall outside the shape. One way to increase the color
gamut is to increase the number of display primaries.

Leblanc appears to have considered a
fairly wide color gamut; he planned to
use seven different color sensors and dis-
play elements in his image-acquisition
system.63 Figure 9 shows Leblanc’s
color-transmission arrangement.

A British patent was issued in 1924 for
a more conventional three-primary color-
television system.64 In the U.S., another
patent, this one applied for in 1924,
seems very similar to the tube-based color
television in use for much of the second
half of the 20th century.65

In ST 2048-1, SMPTE standardized a
system of “nonphysical” primaries in

2011, exceeding the color gamut of even camera-negative
film (see footnote i). A good discussion of color primaries
may be found in a book by SMPTE Sarnoff Gold Medal
Award winner and Fellow Charles Poynton.66

Interactions
The earliest color-television system compatible with exist-
ing black-and-white television sets was the U.S. NTSC,
named for the second National Television System Com-
mittee, which standardized it in 1953. Its display primaries
encompassed what appeared in two dimensions to be a
large color space, but the phosphors that generated those
colors were dim; hence, they were generally not used.
Moreover, a beat between the color subcarrier frequency
and the sound carrier of broadcast television stations led
to a change in U.S. television’s frame rate by a factor of
1000/1001, leading, in turn, to a “drop frame” version of
SMPTE time code to maintain clock time.67 Thus, color
affected display luminance and frame rate.

There has long been a conflict (or compromise) between
different image characteristics. SMPTE ST 125 suggests a
one-third increase in data rate simply for changing from a
4:3 to a 16:9 aspect ratio (with equivalent screen height and
area-based spatial resolution).68 Doubling frame rate means
either doubling information rate or reducing spatial resolu-
tion. Even in the era of mechanical scanning and analog sig-
nals, Baird’s early television systems might have operated at
rates as low as 3 frames/sec.14

FIGURE 9. From Leblanc’s color-image transmission proposal of 1880.

The issue of
necessary bit depth
was raised early in
the era of digital
video, however,
when signal
processing seemed
to introduce visual
contouring.
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Larger screens occupy more of the field of peripheral
vision, seemingly requiring a higher frame rate. A constant
panning speed covers more pixels per second in higher
spatial resolutions, also seemingly requiring a higher frame
rate. Does a higher frame rate, however, affect suspension
of disbelief for dramatic storytelling? Sean McCarthy’s pa-
per published in the May/June issue of this journal this
year offers a large number of interactions just between
high dynamic range (HDR), wide color gamut (WCG),
and high frame rate (see footnote ii).

Sometimes, unusual technological solutions appear.
Human vision, for example, can detect very fast events
without having any frame rate at all. Might the same be
done in a motion-imaging camera? Some recent research
and demonstrations suggest that it might, indeed.69

Conclusion
With the motion picture and television industries just start-
ing to consider frame rates higher than 60 frames/sec (for
display) and cameras in laboratories already beyond tril-
lion-per-second rates, with UHD production just moving
to 8-megapixel sensors, and the Lytro Cinema lightfield
camera dealing with 755 megapixels, there is no indication
that we have reached the end of the line for improvements.
Throughout much of the history of motion imaging, how-
ever, certain characteristics were tied to others because of
available technology. Thus, interlace increased the image
flash rate, and physical color primaries were chosen to
maximize color space because there seemed no better way.
Now, despite interactions, some decisions can be made in-
dependently of others.

Director Sergei Eisenstein once argued for a “dynamic
square,” an ability to change aspect ratio to meet the
needs of shots.70 At the SMPTE-NAB Future of Cinema
Conference in April in Las Vegas, director Ang Lee aston-
ished the crowd with a segment from his upcoming Billy
Lynn’s Long Halftime Walk, captured in stereoscopic 3D
4K 120 frame/sec HDR and WCG.

Given that image scanning was patented in 1843 and
seven-primary color was proposed in 1880, it is likely that
people today are already working on our technological fu-
ture. Let us move onward into SMPTE’s second century.
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The SMPTE Century: Evolution in Cameras
and Lenses From 1916 to 2016
By Laurence J. Thorpe

Abstract
The SMPTE Centennial opened in 1916 when motion picture
film production was a flourishing new industry. International
manufacturers have continued to develop related lenses and film
cameras up to recent times. Color film systems emerged in the
late 1930’s. That same decade saw the birth of electronic mo-
tion imaging systems in the form of television. Ensuing decades
were spent on the pursuit of refinements in related image sen-
sors. Color television arrived in the 1950’s.
Embryonic HDTV systems appeared in the
early 1980’s followed by a surge in competi-
tive developments in related lenses, cameras
and recording systems. The past decade is
witness to an escalation in developments in
large format single-sensor digital motion im-
aging systems with ever increasing resolution,
dynamic range, color gamuts, and frame
rates. The SMPTE Centennial of 2016 is
witness to a stunning renaissance in motion
imaging.

Keywords
HDTV, image Orthicon, large-format
Single-Sensor, plumbicon, prime lens,
UHDTV, vidicon, zoom lens, 35mm film

Introduction

G
eorge Eastman’s development of film rolls in
1889 was followed two years later by Thomas
Edison’s invention of the motion picture film
camera. In 1909, the 35 mm film format was rec-

ognized as an international gauge. The SMPTE century
began in 1916—with the initial founding of SMPE and
was focused exclusively on motion imaging as originated
on motion picture film. Lenses, cameras, and the film
medium itself were soon to be surrounded by multiple
standards that helped define a long and sturdy history.
The year 1916 saw more than 20,000 movie theaters in

the U.S. and the rise of the powerful independent compa-
nies that would ultimately become “Hollywood.” In 1923,
optical sound on film was developed, and in 1932, the first
three-color Technicolor film was developed.

SMPTE is witness to a hundred years of motion imag-
ing. The following is a fast and light overview of the same.

Early Lens Developments
On the lens front, Cooke Optics was
founded in the U.K. in the 1890s and
introduced their famous Speed Panchro
Prime Lenses in the late 1920s (Fig. 1)
and followed this with the first cinema-
tography zoom lens a decade later.

In 2013, the Academy of Motion
Picture Arts and Sciences gave the com-
pany an award of merit, saying it “helped
define the look of motion pictures.”

In 1935 in France, Pierre Angénieux
formed the company that bore his name,
with the intention to specialize in optics
for cinema. He introduced a 35 mm
cine lens in 1951. Angénieux designed a
constant-aperture 17–68 mm zoom lens
in 1956 and a 12–120 mm zoom lens in
1958 (Fig. 2).

In Germany, the Zeiss Company was born in the
1840s and made optics for telescopes and instrumenta-
tion. When the film camera was invented, they turned
their attention to lenses. Carl Zeiss is one of the oldest
existing optics manufacturers in the world and was resur-
rected in the late 1940s. Also in Germany, Schneider
Optical Company was founded in 1913. In 1964, they
launched the first zoom lens with fixed back focus for
35 mm cameras. In 1990, they ceased making lenses for
broadcast television (TV) cameras.

Motion Picture Film Camera Developments
During the early 1900s, when Chicago was the center of
the motion picture industry, the Bell & Howell com-
pany designed the first all-metal camera. Introduced in
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1912, their model 2709 soon earned a high reputation
and was produced for 46 continuous years. Mitchel and
Kodak soon followed (Fig. 3). Panavision entered the
film camera arena in the mid 1950’s (Fig. 4).

In Europe, ARRI produced their first reflex mirror
shutter camera, the Arriflex 35, in 1937 and followed this
with the 1946 Arriflex II. They continued film camera
innovations (Fig. 5) over many decades and have con-
tinued into today’s digital era.

TV Camera Developments
While motion picture film was flourishing worldwide,
there began a protracted quest in pursuit of electronic mo-
tion imaging. Scientists around the world were to devote
their lives to seeking the transducer that would transform
optical images into electronic signals that might ultimately
support realtime imaging and realtime transmission of
those images.

As far back as 1918, Philo T. Farnsworth developed the
electronic image dissector. In 1926, a Hungarian engineer

Kalman Tihan filed a patent for an all-electronic TV
system. Two years later, he patented a pickup tube tech-
nology based on a storage principle that produced a signifi-
cant increase in sensitivity. In 1934, he sold his patents to
Radio Corporation of America (RCA), and that same year,
Vladimir Zworykin of RCA developed the more sensitive
Image Iconoscope tube (Fig. 6).

Meanwhile in 1932, in the U.K., Electric and Musical
Industries Ltd. (EMI) began work on the Emitron, basing
it on experimental work by James McGee and William
Tedham. By 1936, cameras developed for the BBC by the
Marconi-EMI Television Co. Ltd. were used for the start
of the world’s first regular “high-definition” TV service in
1936. The image orthicon subsequently emerged and it
proved far more sensitive than the Iconoscope-based
tubes (it was initially deployed as an image transducer
for unmanned radio-controlled flying bombs) (Fig. 7).
RCAdominated the early years of black and white television
with their TK-30 image orthicon camera (Fig. 8).

In parallel with the development of TV cameras, al-
most from the beginning, motion picture film lenses and
cameras were used to originate TV program material. In
1947, the first telecine machine to transfer film to video
was developed.

Meanwhile, RCA had grown in stature and in re-
sources and were developing the NTSC-compatible color
TV system. NTSC was formalized as the U.S. standard in
December 1953—superseding the field-sequential system
that had earlier been developed by Dr. Peter Goldmark of

FIGURE 1. Cooke Speed Panchro primes and their first cine zoom lens (manufactured by Bell & Howell).

FIGURE 2. (Left) 1956 Angénieux 17–68 mm zoom; (Right) 1958
12–120 mm zoom.

FIGURE 3. (Left) Bell & Howell 2709 film camera, which was launched shortly before the founding of SMPTE; (Center) 1933 Kodak
Special; (Right) 1940s Mitchel Blimp.
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CBS. NBC started broadcasting color images in 1953
using the first commercially available color TV camera—
the RCA TK-40. Mass production of color cameras began
in 1954 using the updated TK-40A. These cameras used
three image orthicons and, with their large viewfinders,
weighed almost 400 lb.

In the early decades, TV cameras used lenses of differ-
ent focal lengths mounted on a turret on the front of the
camera, as shown on the left in Fig. 8 (these were typically
Kodak Ektar lenses). The camera operator rotated each
lens into position and focused it when the camera was not
on the air. Zoom lenses came into common use in the
early 1960s, with the major suppliers being British Rank
Taylor Hobson and French Angénieux.

The most impressive early TV zoom lens was the 1953
Varotal III from Rank Taylor Hobson from U.K. In
1956, Pierre Angénieux introduced the mechanical com-
pensation system, enabling precise focus while zooming,
in his 10× lens released in 1958. Angénieux received a
1964 technical award from the Academy of Motion Pic-
tures for the design of that 12–120 mm zoom lens.

In 1953, Vladimir Zworykin at RCA developed the
small Vidicon pickup tube, and in 1965, RCA introduced
the four-tube color camera—one 4.5 in. image orthicon
and three 1 in. Vidicons Fig. 9. 1954 saw the first SMPTE
TV standards dealing with dimensions of slides and opa-
ques and image areas for 16 mm and 35 mm films used
for TV.

FIGURE 6. (Top) Farnsworth and his image dissector camera;
(Bottom) Vladimir Zworykin of RCA with some of the early image
sensors he developed.

FIGURE 4. Panavision started developing film cameras in the 1960s. (Left to Right) Milestone models: the R-200, the 1986 Platinum,
and the 1997 Millennium.

FIGURE 5. (Left to Right) 1946 Arriflex II, 1952 16 mm Arriflex 16ST, 1972 Arriflex 35BL, and 1990 Arriflex 535.
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In 1960, Phillips invented an imaging tube called the
Plumbicon that promised true color fidelity. They were
made in Slaterville, Rhode Island, at the Phillips subsidi-
ary, Amperex Electronics. In the early 1960s, a new
broadcast camera featuring the new Plumbicon tube was
being developed by the Phillips Company in Holland. It
was called the Norelco PC 60 and was introduced in U.S.
in late 1964. Following the 1964 introduction of the
Norelco PC 60 came models PC 70, PC 72, PCP 90, and
the LDH series. At the same time, German Bosch Fernseh
marketed a line of high-end broadcast studio cameras
(KCU, KCN, KCP, and KCK) in the U.S., ending with
the tube camera KCK-40 in 1978 (Fig. 10).

Meanwhile, Japan was now stirring. In May 1946, Sony
was founded as a consumer business but, in 1976, formally
entered the broadcast TV business. In September 1946,
Ikegami was founded and introduced their first broadcast
camera in 1975. Precision Optical Industries Co. Ltd.
was founded in 1947 and soon thereafter became Canon
Camera Co. and introduced their first broadcast studio
lens in 1955. By the early 1980s, the combination of

FIGURE 8. (Left) TK-30 image orthicon camera that was to dominate black-and-white TV cameras throughout the late 1940s; (Right)
early color TV camera of the mid-1950s.

FIGURE 9. Four-tube cameras developed by RCA in the 1960s,
with the camera on the right featuring a novel new image isocon
(1967), which unfortunately fell victim to the meteoric rise of the
Plumbicon.

FIGURE 7. (Left) 1937 Super Emitron camera at the BBC; (Right) image orthicon camera pickup tube that was developed during World
War II by Albert Rose of RCA.
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Canon and Fujinon had virtually displaced Angénieux and
Rank Taylor Hobson in TV optics.

In 1978, RCA introduced the TK-47 (Fig. 10), a
camera that what would become the company’s last hurrah
in full-size studio cameras. This ubiquitous camera became
a TV industry workhorse until the era of charge-coupled de-
vices (CCDs) made it obsolete. Meanwhile, in 1980, the
first step into digital cinematography was made by Image
Transform in Universal City, California, using a specially
modified 625-line 24-frame KCK-40 for their “Image
Vision” system.

Portable Video Camera Developments
While companies like ARRI and Aaton had wrought me-
chanical miracles in their developments of portable 16 mm,
S16mm, and even S35mm film cameras, the birth of the
portable video camera proved far more arduous. One of

the earliest attempts was by the redoubtable RCA in the
mid-1980s and featured a daunting shoulder mount
camera that was tethered to the processing electronics in
a backpack on an assistant. It proved to be one of those
unavoidable first baby steps from which much would be
learned (Fig. 11).

The real breakthrough was in 1976, when RCA
introduced the world’s first fully self-contained portable
camera—the TK-76—based on the new 2/3 in. image
format size pickup tube (Fig. 12).

However, the notoriety of the TK-76 was short-lived
as now Japan had vigorously thrust into the western
world in the form of Ikegami, Hitachi, Panasonic, and
Sony, and they were to soon dominate both the broad-
cast studio camera and the camcorder landscape. The
1980s was a crucial decade in accelerating the develop-
ment of portable camcorders and introducing the

FIGURE 11. 1970s early portable cameras: (Left) RCA in 1978; (Center) RCA TKP-46; (Right) 1977 EMI portable.

FIGURE 12. Evolution in 2/3 in. image format cameras—the pioneering RCA TK-76 on the left, which was soon challenged by the
Ikegami HL-79A on the center—and Ikegami’s later foray into electronic cinematography with their EC-35 (Right).

FIGURE 10. Some of the last of the famous three 30 mm Plumbicon-based studio cameras. (Left to Right) Ikegami HK-312, Bosch
KCK-40, and RCA TK-47.
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integrated camcorder. This decade saw the “format
wars”—a fierce competitive struggle between competing
videotape recorder (VTR) recording formats—and
SMPTE Working Groups grappling with multiple related
standards. Dramatic reductions in size and weight and
incorporation of a host of operational features saw porta-
ble video production totally eclipse 16 mm motion pic-
ture film capture for TV news (electronic news
gathering) and for electronic field production. Separately,
as early as 1983, Ikegami introduced the world’s first
electronic cinematography camera—the EC-35—based
on three 2/3 in. Plumbicons (Fig. 12).

Arrival of the CCD Image Sensor
At NAB 1984, RCA showed the first broadcast camera
based on the new CCD technology they had developed
(Fig. 13). NEC and Sony followed, and by the end of the
decade, the integrated CCD camcorder had arrived, and
the broadcast format wars had become a global struggle
for dominance in VTR recording formats.

Arrival of HDTV
This same 1980s decade also saw
the arrival of high-definition TV
(HDTV) in the form of highly ex-
pensive photoconductive cameras
and gigantic analog tape recording
systems (Fig. 14). The ensuing
technical developments were
flanked by an extensive global effort
to forge a unified standard for
HDTV production and interna-
tional program exchange. SMPTE
was to play a central role here—

forming a Working Group on Electronic Production that
ultimately produced the standard ST 274M in 1996. That
effort carried over to the international body, the Interna-
tional Telecommunications Union (ITU), and ultimately
produced a worldwide standard based on the 1920 (H) �
1080 (V) digital sampling format with standardized frame
rates for both the 50 and 60 Hz regions—a historic first in
the annals of TV.

1992 saw the world’s first CCD-based HDTV camera
which was to propel motion imaging to an entirely new
level (Fig. 15). In 1994, protracted industry collaboration
produced the BTA S-1005-A standard for the 2/3 in.
HDTV lens-camera interface—entailing optical, mechani-
cal, and electronic interfaces—a first such standard in
video history that holds firm to this day. This was to add
significant impetus to global developments in HDTV optics
and cameras and helped rapidly establish the small 2/3 in.
image format size as central to ensuing developments. The
first integrated HDTV camcorder emerged in 1997. A
pent-up industry discussion on the possibilities of 24-frame
HDTV encouraged Sony to develop a total production
“24P” system and the SMPTE and ITU to develop related
standards.

FIGURE 13. Showing a 2/3 in. CCD image sensor and RCA’s first broadcast camera to use
this technology. Within five years, the integrated camcorder had become ubiquitous (Sony
BVW-200 shown on the right).

FIGURE 14. In 1984, Sony introduced the HDC-100—the world’s
first commercially available HDTV camera (shown on the left
with Nikon lens), and by 1987, a second-generation camera saw
collaboration between Sony and Panavision on an HD electronic
cinematography camera.

FIGURE 15. (Top) First CCD HDTV camera HDC-500 based on a
1 in. image format size from Sony; (Bottom) only five years later,
the world’s first integrated 2/3 in. HDTV camcorder HDW-700.
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1996 saw the establishment of the ATSC 1.0 standard
for over-the-air transmission of digital HDTV—but the
broadcast industry held back for some years. The new
century saw accelerating developments in HDTV studio
and field cameras, and when ESPN launched their initia-
tive to cover major sporting events in HDTV in 2003, the
race was on to deliver HDTV services to the home.
Global competitive manufacturing forces were unleashed,
and quite astonishing developments in HDTV lenses,
cameras, recording, and displays were to follow.

Large-Format Single-Sensor Camera
Developments
The mid-2000s witnessed the arrival of the final challenge
to motion picture film imaging in the form of large-format

single-sensor digital cameras—largely based on variants of
the established Super 35 mm image format size. Sony and
Panavision collaborated on the development of the Gene-
sis S35mm digital motion imaging camera that set the
stage for a rapid proliferation of competitive products
(Fig. 16). The use of the established huge global inventory
of Super 35 mm prime and zoom lenses developed over
decades of motion picture film production propelled the
initial half-decade of these digital camera developments.
Most of the early such systems were based on the estab-
lished standards for 2K and HD.

The past five years has seen digital motion imaging
camera development on an unprecedented scale. AJA,
ARRI, BlackMagic Design, Canon, JVC, Panasonic,
RED, Sony, Vison Research, and Kinefinity are today
offering a wide range of 2K/HD/4K/UHD digital single-
sensor cameras to service the theatrical motion imaging
and the TV industries (Fig. 17). Around 2010 to
2011—within a year—major camera manufacturers
ARRI, Panavision, and Aaton quietly shut down produc-
tion of their motion picture film cameras and turned
their attention to digital cine camera systems. In 2013,
Fujifilm ceased manufacturing motion picture film. How-
ever, the huge installed base of film rental cameras con-
tinues to sustain motion picture film production.

By 2010, new Super 35 mm lens developments were
vigorously underway among the world’s major optical
manufacturers as the large-format cameras extended
themselves to 4K resolution and beyond (Fig. 18).

Centennial of SMPTE
The SMPTE 2016 Centennial is witness to a renaissance
in motion imaging. The rapidity and diversity in develop-
ments of lenses, cameras, and recording systems appear to
hold no bounds. Boundaries are being pushed on all of
the multiple dimensions that contribute to overall video
image quality. While 4K UHD is presently taking center
stage in terms of advances in resolution, there are already

FIGURE 16. (Upper) Sony-Panavision Super 35 mm HD camera
debuted in 2003 and initiated a vigorous global development in
large-format single-sensor digital motion imaging; (Lower) RED
One 4K camera that first entered the marketplace in 2007.

FIGURE 17. Indication of the prolific developments underway in large-format cameras from AJA BlackMagic, Canon, JVC, Kinefinity,
Panasonic, RED, and Sony (most offer families of these cameras).
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lenses available for the future promise of 8K UHD. Proto-
type 8K cameras were shown at NAB 2016.

Startling developments in digital camera dynamic
range—now hovering in the 15-stop range—have made
high dynamic range (HDR) motion imaging a reality. HDR
display technologies—both professional and consumer—
are adding impetus to rising industry preoccupation with
HDR. And again, SMPTE proved extremely timely in their
October 2015 publication of their Study Group Report:
High-Dynamic-Range (HDR) Imaging Ecosystem.

Hardly has the ITU Radiocommunication Sector
(ITU-R) BT.2020-2 standard been established with its ex-
traordinary wide color gamut (WCG) than manufacturers
are offering even wider gamuts in the quest to allow digital
emulation of all of the beloved motion picture film stocks.
Digital motion imaging camera capture rates now extend
up to hundreds of frames per second. Meanwhile, in
July 2016 the ITU published the latest standard: ITU-R
BT.2100-0 — Image parameter values for high dynamic
range television for use in production and international
programme exchange.

It might be argued that this year of the SMPTE Cen-
tennial is witness to “too much too fast” in the progres-
sion of motion imaging. Some argue that 4K UHD must
be accompanied by HDR and WCG to realize a signifi-
cant enough step beyond current HDTV. Others argue
that 1080p with HDR and WCG will eclipse any need for
4K UHD. Data pragmatists point to the soaring digital
data rates required for digital post-production and distri-
bution that accompany many of these advances.

What is for sure is that this SMPTE Centennial epito-
mizes “Exciting Times.”
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FIGURE 18. Contemporary 4K prime and zoom lenses presently being offered by some of the world’s major optical manufacturers—
Angénieux, Canon, Cooke, Fujinon, Leica, Schneider, and Zeiss.
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Recording and Storage: A Brief History
By Tom Coughlin

Introduction

T
he modern media and entertainment industry
would not exist without ways to record and play
back content. Without recording, the only perfor-
mances would be live performances. Since the

time of Thomas Edison’s invention of the phonograph, in-
ventors and engineers have been developing ways to re-
cord first voice and then images.

The combination of recording audio and video, first as
analog recording and later, as ever more sophisticated digi-
tal records, has enabled the growth and complexity of the
modern media and entertainment industry. The ability to
store more expressive and immersive content has created
greater financial value for these stored assets, leading to
standards that enable modern media workflows.

The Early Days of Recording

Recording Images
The recording of images depended pri-
marily on manual drawing until the devel-
opment of photography in the early 19th
century. On 7 January 1839, members of
the French Académie des Sciences were
shown pictures created by Louis-Jacques-
Mandé Daguerre. Daguerre had been
working with Nicéphore Niépce since the
1820s tomake a permanent recording of an
image from a camera obscura or a pinhole
camera, using light and chemistry (Fig. 1).1

Photography with light-sensitive silver
salts was developed in the late 18th and
19th century to become a commercial
method to capture still images. In the
second half of the 19th century, inventors developed pro-
cesses to create color images, which became commercially
available as Autochrome images about 1907. Kodachrome
film became available in 1935 for 16 mm home movies and
35 mm slides in 1936 and was the longstanding standard
for still image color photography.

In the 1830s, moving images were produced indepen-
dently by Simon von Stampfer in Austria, Joseph Plateau
in Belgium, and William Horner in Britain using still im-
ages on revolving drums and disks. Eadweard Muybridge
was sponsored by Leland Stanford on the Stanford Ranch
in Palo Alto, California, in 1878 to capture the motion of
a galloping horse by using a sequence of images captured
by independent still cameras and then to use a sequence
of these photographed horse silhouettes on a glass plate to
project the images on a screen, effectively the first movie
projector.

Etienne-Jules Marey invented the chronophotographic
gun in 1882, which recorded 12 consecutive frames/sec
on the same picture. An early projector was built by
Ottomar Anschutz in 1887 using 24 images on a rotating

glass disk.3

The first motion picture camera was
invented by Louis Le Prince in the
1880s while working in Leeds, England.
His first invention was a 16-lensed cam-
era in 1887. He patented the first single-
lensed motion picture camera in 1888.
He used it to shoot the world’s earliest
known motion picture on film: Roundhay
Garden Scene in 14 October 1888. He
initially shot his motion pictures on gela-
tin or glass plates but later switched to
celluloid, using film 1.75 in. wide. In
1889, Le Prince presented the first pho-
tographic picture projection using an
electric arc lamp to project images onto
a white screen (Fig. 2).4

William Friese-Greene was a
contemporary of Le Prince and experi-

mented with the use of celluloid film in 1887. He devel-
oped his own camera in 1889. Wordsworth Donisthorpe
in England filed for a patent on a film camera in 1876 but
could not build one at the time. In 1889, he took out a pat-
ent with William Carr Crofts for a camera using celluloid
roll film and a projector system. Thomas Edison’s em-
ployee, K. L. Dickson, developed a camera, which was
patented in 1891, that took a series of instantaneous
photographs on standard Eastman Kodak photographic
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emulsion coated on a transparent celluloid strip 35 mm
wide. The Edison Kinetoscope was demonstrated at the
Chicago World’s Fair in 1893 in coin-fed peephole projec-
tor machines. The first Kinetoscope parlor with coin-fed
peephole projectors opened in April 1894 and spread rap-
idly after that. Louis and Auguste Lumiere and Max and
Emil Skladanowsky were the first to do public film projec-
tions in 1895, followed by Edison with his Vitascope.

Recording Sound
Thomas Edison invented the phono-
graph in 1877 (Fig. 3).5 The phono-
graph recorded sound mechanically
when sound vibrations were recorded
as physical deviations of a spiral
groove on the surface of a rotating
cylinder or disk.

When a playback stylus traces the
groove and is vibrated by the deviations,
it creates a faint reproduction of the re-
corded sound. Vibrating diaphragms and
speaker horns were originally used to
amplify the sound, but later, with the vi-
brations turned into electrical signals,
electronic amplification allowed in-

creased sound volume from the reproduced content.

Oberlin Smith, of Bridgeton, New Jersey, visited Edison
and saw the early phonographs in 1877 or 1878. He
thought that he could come up with a better way to record
and reproduce sound and began to work on improved re-
cording methods. He first looked at turning the phono-
graph cylinder into a tape or a wire with mechanical

FIGURE 1. Earliest known camera photographic image, Joseph Nicéphore Niépce:
Point de vue du Gras, 1826 or 1827.2

FIGURE 2. Louis Le Prince’s single-lens Cine Camera-Projector
MK II, the first motion picture camera, built in 1887 to 1888.i

FIGURE 3. Thomas Edison with his second phonograph,
photographed by Matthew Brady in April 1878.ii

iReproduced courtesy of the Science Museum London,
England.

iiThis image is available from the U.S. Library of Congress'
Prints and Photographs division under the digital ID cwpbh.04044.
Brady-Handy Photograph Collection, Public Domain, https://
commons.wikimedia.org/w/index.php?curid=2118716.
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recording on the tape surface. In 1878, he began to work
on recording sound on a magnetic material (again a tape
or a wire) (Fig. 4). Recording was done by using magnetic
fields to change the magnetic state of a recording media,
and induction was used to read back the recorded
sound. He continued to work on this technology while
running his metal working shop and published a de-
scription of his electrical phonograph in The Electrical
World on 8 September 1888.6,7

In 1898, Danish engineer Valdemar Poulsen intro-
duced and patented a magnetic wire recorder for record-
ing telephone conversations (Fig. 5). He was the first to
introduce commercial magnetic recording equipment.
Poulsen developed magnetic recording on tapes and
disks as well. Despite the earlier work of Oberlin Smith,
Poulsen was able to get a patent on his invention in the
U.S. as well as Europe.

Magnetic recording on wires was largely replaced by
magnetic tapes by the early 1930s. Engineers in Germany
at AEG and BASF developed practical tape recorders
using carbonyl iron magnetic particles (later magnetite
particles and finally gamma ferric oxide particles) in a cel-
lulose acetate matrix bonded to the surface of cellulose ac-
etate substrates. In 1935, AEG introduced the model
Magnetophon K1 recorder and Magnetophon Type-C
tape at a Berlin commercial exhibit as a commercial re-
cording device. Later, development of AC bias recording
by the Germans (accomplished two years earlier in Japan)
allowed the recording of music. The AEG Magnetophon
tape recorder was used in German radio stations in World
War II (WWII) (Fig. 6).9

After WWII, servicemen took several of the German
Magnetophons back to the U.S., in which, in addition
to development work at Brush and 3M, they helped to
spur the development of American magnetic recording.
Jack Mullin brought back two of the German Magneto-
phons to the U.S., in which he demonstrated them at
engineering meetings and used the recorders in film
production work at W. A. Palmer Studios. Harold
Lindsey attended one of Mullin’s Magnetophon dem-
onstrations at a meeting of the Institute of Radio Engi-
neers (IRE) in San Francisco in May 1946 and was
shortly thereafter hired as a consultant by Alexander
Poniatoff, the founder of Ampex, to find new products.9

Poniatoff also attended a Society of Motion Pic-
ture Engineers’ demonstration of the Magnetophon in
Los Angeles. Mullin worked as a consultant with Lindsey
at Ampex, and Lindsey and Myron Stoloroff, another
Ampex employee, began development work on a profes-
sional tape recorder in December 1946. Ampex devel-
oped its own ring head manufacturing and introduced its
Model 200 tape recorder in 1947 (Fig. 7).

Mullin helped Bing Crosby create magnetic recording
of radio shows using the Magnetophon and then intro-
duced him to Ampex. Crosby ordered 20 recorders; Bing
Crosby Enterprises became the distributor of the product
in the Western United States and provided an advance
payment that financed the early Model 200 manufactur-
ing. Crosby kept two of the recorders and sold the rest to
ABC’s Chicago studios. Decca Records purchased Ampex
Model 200 recorders to record master tapes from which
phonograph records were made.

FIGURE 4. One of Oberlin Smith’s magnetic sound recording
apparatus.

FIGURE 5. Valdemar Poulsen’s magnetic wire recorder.8

FIGURE 6. German AEG Magnetophon tape recorder.
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Recording Sound in Movies
During his early work developing the Kinetoscope,
Thomas Edison tried unsuccessfully to use the phono-
graph to bring sound to moving pictures. An American
company, Vitaphone, produced the first commercially via-
ble sound system for film with a very large phonograph
platter hooked up to a film projector with large leather
belts to synchronize the sound with the images.

The first commercial screening of short motion pictures
using sound-on-film, in which the sound accompanying
the picture is physically recorded onto the photographic
film, started in 1923 (Fig. 8). Later in the 1920s, feature-
length movies used recorded sound for music and effects.
The first feature film originally presented as a talkie was
The Jazz Singer in October 1927 using an improved
sound-on-film technology from Vitaphone. Sound-on-film
became the standard method for talking pictures until the
development of digital cinema technology.

Video Recording

Magnetic Tape Recording
Although early work on video recording was done by Bing
Crosby Enterprises, Radio Corporation of America, and
the British Broadcasting Corporation, the first successful
magnetic video recording system commercially available
was the Ampex VRX-1000 (Fig. 9). It was demonstrated
at the 1956 National Association of Broadcasters (NAB)
Conference and delivered to customers the following year.
This machine used the quadruplex format with 2 in. wide
tape moving linearly at 15 in./sec past and in contact with
a thin wheel that rotated at right angles to the tape motion
and contained four recording heads spaced evenly around
its circumference. This wheel rotated at 240 rps, and the
effective writing speed was about 1500 in./sec, which per-
mitted recording of the short wavelengths required to
capture and reproduce a specially modulated carrier con-
taining a monochrome video signal. Over time, this

technology was extended to color video recording as well
and has long served themedia and entertainment industry.

With the advent of video recording, early television pro-
gramming moved from being mostly live performances to
a predominance of playback of recorded content. Record-
ing and editing with videotape became common practices
and eventually was done electronically and then using
computers, rather than by cutting and splicing. Videotape
also could be viewed immediately after shooting, avoiding
the delay to “develop” photographic film, leading to faster
video production projects. Video recording on magnetic
tape became the way that all content was collected and
then played out at television stations.

As television production and program distribution
came to depend on magnetic tape and as the number of
companies making tape recorders and tape media in-
creased, there was a need to create tape formats that
allowed easy exchange of media between different equip-
ment and tape manufacturers. These formats are standards

FIGURE 8. Macro image of 35 mm film audio tracks, from left to
right: Sony SDDS, Dolby Digital, analog optical, and, finally, DTS
time code.10

FIGURE 9. The Ampex Mk IV Quadruplex Videotape Recorder with
its developers (left to right) Fred Pfost, Shelby Henderson, Ray
Dolby, Alex Maxey, Charles Ginsburg, and Charles Anderson.

FIGURE 7. The Ampex Model 200 magnetic tape recorder.
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that define the physical, electrical, and magnetic character-
istics of the recording media that are to be exchanged. In
the U.S., SMPTE developed the video magnetic tape stan-
dards. These standards were then approved and published
by U.S. and international standards organizations.

Because these standards are meant to provide long-
term interoperability, they tended to cause a slower evolu-
tion of recording formats than might occur without such
standards. Thus, the capability of standard formats may
lag well behind the development of the underlying technol-
ogy. The quadruplex recording system, which was initially
invented by Ampex in the mid-1950s, was internationally
standardized in the early 1960s. This quadruplex form
was, in general, used in television production studios and
broadcast stations for nearly 20 years, with only minor
changes in the format.

Ampex introduced an open-reel 1 in. wide helical scan
videotape format in 1965. SMPTE standardized this for-
mat as Type A, and it became the first open-format video-
tape standard.

In the middle of the 1970s, Ampex and Sony each pro-
posed a 1 in. open-reel helical scan tape format for stan-
dardization. The user community of broadcasters in
SMPTE insisted that the two companies agree on a single
format before a standard would be approved. The result
of this collaboration was the SMPTE Type-C format in
1976 (Fig. 10).

Bosch introduced a 1 in. tape standard through
SMPTE that was labeled Type B. These formats provided
superior performance over the original quadruplex video
format, and the machines cost less to purchase and
operate. These technologies eventually replaced the quad-
ruplex tape format and remained in common use by
broadcasters until the mid-1990s.

Digital Video Recording

Magnetic Tape
Sony introduced its D1 digital tape format in 1986. This
format recorded an uncompressed standard-definition

component video signal in a digital form rather than analog
as in earlier videotape formats. The D1 digital videotape
format was used primarily by facilities with component-
video infrastructure, such as large television networks.

In 1988, Sony and Ampex developed and released the
D2 digital videocassette format at the 1988 NAB show
(Fig. 11). D2 was also uncompressed but differed from
D1 in that it encoded composite video data in the Na-
tional Television System Committee (NTSC) standard
and used a single-cable video connection to the recorder.
The use of a single cable, rather than the three cables re-
quired by component video, allowed D2 to be a successful
video format in the late 1980s and through the 1990s. D2
was also used as the master tape format for laserdiscs.

D1 and D2 tapes were replaced by cheaper videotape
systems using video compression, enabling more recorded
content per cassette. These included the Sony Digital Be-
tacam, which is still in use by some professional television
producers. Other digital video formats using compression
were Ampex’s Digital Component Technology (DCT, in-
troduced in 1992), DV and MiniDV, and professional
variants Sony’s DVCAM and Panasonic’s DVCPRO.
Sony also introduced the Betacam SX, which used
MPEG-2 compression at a lower cost than Betacam.

Ampex introduced DCT and Data Storage Technology
video digital tape recorders in 1992. This tape was 19 mm
wide (3/4 in.) and used discrete cosine transform video
compression.

Digital tape is the most popular true archival media be-
cause there are historical data supporting storage lifetimes
of at least 20 years for digital tape under proper storage
conditions. Digital tape and optical discs are the most
likely storage media for long-term content retention.

Based on a recent survey,12 the most popular digital
magnetic tape format for archiving in the media and enter-
tainment industry is the Linear Tape-Open (LTO) tape.
The LTO-7 tape, which was introduced in 2015, has native
storage capacities as high as 6.0 Tbytes. The LTO consor-
tium has a roadmap for LTO tapes with native storage ca-
pacities as high as 50 Tbytes (Fig. 12). In general, these
tape generations appear every two to three years (Fig. 13).

FIGURE 10. SMPTE Type-C tape and tape recorder.

FIGURE 11. D2 digital tape cassette (left) next to a digital audio
tape (foreground, right) for scale.iii

iiiImage by Flickr user DRs Kulturarvsprojekt, available under
a Creative Commons Attribution ShareAlike license (CC BY-SA
2.0). Courtesy of the Danish Broadcasting Corporation.
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IBM and Oracle also support enterprise tape formats with
storage capacities up to 10 Tbytes per half-inch tape cartridge.

Magnetic Hard Drives
Hard disk drives (HDDs) have long been an important el-
ement in professional media and entertainment. In March
1967, Ampex introduced its HS-100 analog videodisk
recorder. This was developed for ABC to provide stop-
motion video for sports broadcasts. It was first demon-
strated on air on 18 March 1967 on the ABC Wide World
of Sports coverage of the World Series of Skiing from Vail,
Colorado. The system used Co-alloy plated thin-film me-
dia rotating at 3600 rpm for NTSC. The disk could record
30 sec of NTSC video. The video could then be played
back in slow motion, stop action, or freeze frame.

In 1971, Ampex introduced HS-200, which provided
more control, including variable-speed playback. This
product was often used for instant replay of sports events
and precise frame and timing control in post-production
applications, such as special effects and titles.

With the advent of nonlinear recording in the early 1990s
and the push to file-based workflows that began in the mid-
1990s, digital hard drives, which were used for years in
personal computers (PCs), began to be used for nonlinear
editing (NLE) applications. HDDs, being directly connected

with the host computer and offering a signifi-
cant amount of storage, were usually faster to
access than magnetic tape, in which a tape had
first to bemounted in the tape drive.

Eventoday,HDDsareverycommoninpost-
productionenvironments for NLE and other
applications. However, the increasing perfor-
mance needed to support today’s high reso-
lution, high frame rate, and high dynamic
range content is starting to favor flash mem-
ory as at least a first tier of storage in post-
production environments.

External storage products using HDDs
have long been used to provide project stor-
age for creative professionals. These external
storage devices using Firewire, USB, or

Thunderbolt interfaces allow almost unlimited expansion
of the storage available for video projects.

Apple computers were probably the first computers
that used commercial external HDDs. In 1983, Apple in-
troduced 5-Mbyte and, later, 10-Mbyte ProFile external
HDDs that could connect to a special port on the back of
the Apple II computer (Fig. 14).

As the areal density of HDDs (the storage capacity per
area on a hard disk) increased, the total storage capacity
of these devices increased (Fig. 15). These higher storage
capacities made external and internal storage products
popular for high-resolution video content. In the future,
areal densities of 10 Tbits/sq. in. or higher are possible for
HDDs (a 10 times improvement; Fig. 16).

As electronic integration resulted in smaller electronic
circuits and HDDs developed power-saving modes, the
size of the enclosure that housed the HDD decreased in
size. It was also easier to achieve higher recording areal
densities in smaller form factors. The higher areal density
also enabled useful storage capacities in ever-smaller form
factor HDDs, resulting in HDDs with external storage in
2.5, 1.8, 1, and even 0.85 in. HDD packages.

Through the 1980s and into the 1990s, parallel small
computer system interface (SCSI) interfaces were com-
mon for external HDDs. These devices were used to sup-
port NLE and other media applications running on
workstations or PCs. Micropolis was one of the early com-
panies providing commercial SCSI peripheral HDDs. In
1991, they introduced up to 1.75 Gbytes in an external
SCSI storage device. By the mid-1990s, there were many
suppliers of external SCSI interface HDDs.

Apple introduced IEEE 1394 serial interfaces (also
called FireWire) on its computers starting in 1999 and
continuing until 2011. Other companies built FireWire in-
terfaces into digital cameras. FireWire interfaces were fas-
ter than most available USB interfaces and more
convenient than external SCSI interfaces. FireWire was a
popular interface for external HDDs as well as media cap-
ture devices. In 2011, Apple began to replace FireWire
external interfaces with the Thunderbolt interface.

FIGURE 12. LTO projected tape generations.

FIGURE 13. LTO-6 tape cartridge.
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In 1998, the first computers were introduced with
USB interfaces. USB became the popular interface for
connecting computers to peripheral devices, and it could
provide both DC power and high-speed connectivity.
USB interfaces allowed the introduction of flash memory–
based USB drives (also known as thumb drives), which
quickly displaced the floppy disks that had been used by
computer users for decades as the preferred media for
physical data transfer. USB 1.0 allowed up to 12 Mbit/sec
data rates. USB 2.0 was introduced in 2001 and had a
data rate up to 480 Mbits/sec. The USB 3.0 specification
was published in 2008 with data rates up to 5 Gbits/sec.
USB 3.1 increased this data rate to 10 Gbits/sec.

With the introduction of various generations of USB
interfaces, external storage devices proliferated. All the
HDD manufacturers have their own line of external stor-
age products, and there are many independent external
storage suppliers as well. Today, both 2.5 and 5.25 in. ex-
ternal HDDs are available, which use a USB cable con-
nection for power as well as data.

USB Type-C interfaces were developed in parallel
with USB 3.1 and were finalized in 2014. This inter-
face had a reversible connector to achieve better suc-
cess in connecting than the earlier Type-A and Type-B
physical interfaces. USB Type-C physical interfaces are
used in new USB connections as well as the Thunder-
bolt 3 interface.

The Thunderbolt interface was developed by Intel as
a high-speed interface for external peripherals for com-
puters. Thunderbolt 1 and 2 used the same connector as
the Mini DisplayPort, whereas Thunderbolt 3 used a
USB Type-C interface. Intel first marketed this interface
under the name Light Peak starting in 2011 (initially as
an optical cable interface but later moving to copper).
Thunderbolt sits on top of the PCIExpress (PCIe) inter-
face and can supply DC power as well as high-speed
connections to peripheral devices. Up to six peripherals
can be supported by one connector.

Thunderbolt 1 supported up to 10 Gbits/sec and
was introduced on Apple, Sony, and some other com-
puters starting in 2011. Thunderbolt 2 provided up to
20 Gbit/sec data rates starting in 2013. Thunderbolt 3
products started to ship in 2015 and provide up to
40 Gbit/sec data rates (5 Gbytes/sec). Thunderbolt is a
popular interface for external devices used in video cap-
ture and production because of these high data rates.

The most popular and portable external HDD prod-
ucts have a single HDD, but there are also array products
that include multiple HDDs and may include one or
more Ethernet ports for network connectivity as well as a
direct-connect USB or FireWire interface.

In addition to direct-connect external storage devices,
such as Firewire, USB, or Thunderbolt, larger video
production facilities often have network storage as well as
direct-attached storage systems. Network storage facilitates
collaborative workflows within a facility. These systems may
provide block-level access at the storage (a storage area net-
work [SAN]) or file-level access at the storage (a network-
attached storage [NAS]), or both block and file access. They
contain several HDDs in an array that provides both data
protection, through redundancy, as well as high capacity.

The storage network uses interface protocols, such as
Fibre Channel (for SAN storage) or Ethernet (perhaps

FIGURE 15. History of HDD areal density industry (public laboratory and announced products) quarterly from Q1
2000 through Q2 2016.

FIGURE 14. Apple ProFile external HDD.
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running the internet SCSI protocol). If the facility is large
enough, these may be rack-mounted storage systems with
hundreds of drives in a data center environment that con-
trols the ambient environment. Many companies make
multidrive storage systems for media and entertainment
applications (which might include solid-state drives as
well as HDDs). These include G-Tech (part of HGST),
EditShare, EMC, EVS, Facilis, NetApp, NexSan, OWC,
Seagate, Tiger Technology, and many other companies.

The HDDs used in these storage systems may use
serial-attached SCSI (SAS) or Fibre Channel interfaces or
the Serial Advanced Technology Attachment (SATA) in-
terface. SAS and Fibre Channel are high-speed interfaces
generally used with higher revolutions per minute HDDs,
and SATA is a slower interface used with HDDs that fo-
cus on storage capacity rather than performance. The
SAS and Fibre Channel HDDs are being replaced with
flash memory because of the latter’s higher performance.
Because of the large storage capacity and low cost of
HDDs, SATA drives will likely continue to be useful for
large capacity storage for many years to come.

Optical Discs
Optical discs have served a variety of uses in consumer
and computer applications. They are the most widespread
medium for physical content distribution (compact discs
[CDs] for music and digital video discs [DVDs] for
video). They are used in computers for backup and ar-
chiving of content, as well as file sharing.

Optical storage over the past 30 years has provided a
multiplicity of storage solutions. The range spans the first
analog videodisk and 12 in. Write Once (WO) systems
in the 1970s to today’s Blu-ray disc drives and media

(Fig. 17). Optical storage was conceived for specific con-
sumer applications (primarily, digital audio and video in
the forms of read-only and recordable/rewritable CD and
DVD media). Strict media standards (specifications) per-
mit specific applications to be implemented by means of
signal processing, logical and applications level software,
and packaging. These standards lead to longer useful life
for an optical disc format, but they also slow the pace of
technological development. As a consequence, optical discs
for content distribution have increased very slowly, and
their use for professional media distribution has declined.

However, modern optical discs can survive for many
decades and still retain their data, making them interesting
as a long-term archive. This has led to robotic optical disc
archives for long-term content storage. Facebook has been
using this technology for storing customer photographs.

Panasonic and Sony announced a roadmap of write-
once archive optical discs that promise high-capacity, long-
storage-life archive media in multiple-disc cartridges
(Fig. 18). This may include holographic storage sometime
after 2020, with storage capacities of 1 Tbyte per disc.
There are other developments that can make conventional

FIGURE 16. Advanced Storage Technology Consortium (ASTC) roadmap of HDD areal density development.

FIGURE 17. Sony Blu-ray optical disc cartridge and drive.
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optical discs with nonplastic (ceramic) materials that will
degrade more slowly with time than conventional plastic
optical discs. Such products are in development by a few
companies, such as Millenniata, and accelerated testing in-
dicates media lifetimes exceeding 100 years.

Flash Memory
Flash memory enabled consumer entertainment products
as well as consumer still and video cameras. Flash mem-
ory is the clear leader in professional video camera media,
increasing from 19% in 2009 to 66% in 2015, whereas
magnetic tape shows a consistent decline over the same
period; in particular, magnetic tape declines from 34% to
4% (Fig. 19). Optical discs use between 2009 and 2015
bounced around between 7% and 17%. Film shows a
general decline, with 15% usage in 2009 to 1% in 2015.
The trend with declining film use follows the trend toward
completely digital workflows.

Proprietary flash storage modules are available from
Panasonic, Sony, and other companies. Many DSLR
cameras used for video capture use standardized compact
flash cards. The CFast CompactFlash standard was cre-
ated to provide lower cost, high-performance flash camera
storage (Fig. 20).

In addition to their use in cameras, flash-based storage is
popular in content delivery, both at the edge and in the cen-
tral delivery system. This is due to its ruggedness, environ-
mental insensitivity, and high performance. From the media
survey,14 about 20% used flash memory on their edge servers
for content delivery in 2015 (this was 21% in 2014, 12% in
2013, 14% in 2012, 16% in 2010, and 20% in 2009).

Flash memory is also starting to attract attention for
high-resolution video editing and other post-production op-
erations, as the cost of this storage declines and its perfor-
mance improves (particularly for streaming access). Several
companies are offering all flash arrays and blade systems for
fast content delivery (Fig. 21). Flash memory also has

applications in content creation, such as image rendering.
Although people have advocated using flash memory for ar-
chive installations, this is not likely since flash memory data
retention (without refreshing) is generally only a few years
and probably less if the flash is rewritten often.

Recording for the Future
As can be seen from the history of image and audio stor-
age, there are two issues in preserving content for the long
term. The first is the finite useful life of various digital
storage media. HDDs may provide active archives, but
the useful life of HDDs is generally five years or less.
Flash memory data retention without refreshing is only a
few years. Magnetic tape, stored properly, can probably
last for several decades (30 years is a common quoted
number). Optical storage may last over 100 years with
special disc technologies. In comparison, there are analog
films that have survived more than 100 years.

The second, and probably the biggest issue for preserv-
ing content for the long term, is technology obsolescence.
As this history of recording shows, the technology for cap-
turing and preserving content has changed rapidly over
the years. As a consequence, it can become difficult to

FIGURE 18. Sony/Panasonic optical archive roadmap.

FIGURE 19. Percentage of various recording media in
professional video cameras.12
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read back data on an ancient recording media because it
is difficult to find the technology to read it back.

This issue becomes even more profound when the
master version of content, kept for an indefinite period of
time, is stored on digital media. With digital content, not
only the physical hardware obsolescence is an issue, but
also the obsolescence of the software that generated and
replays the content. In this sense, digital content, if not
regularly migrated from one storage media and format to
another as these technologies develop, is in continuous
danger of being effectively lost.

In order to increase the longevity of digital media,
SMPTE has created a standard for long-term data reten-
tion. The Archive Xchange Format (AXF) is a new
SMPTE specification, that is, ST 2034. AXF has capabili-
ties that make it particularly attractive for archiving.

AXF is an open-standard transport, storage, and pres-
ervation object storage format that supports interoperabil-
ity between content storage systems and thus provides
long-term access to content independent of the evolution
of storage and file systems. AXF is a file collection “wrap-
per” that can encapsulate any number of files of any type
and size (Fig. 22).

AXF provides universal transport and interoperability
for archives like the Master eXchange Format provides for
media. AXF isolates digital content from the underlying
complexities of storage technology, operating systems, and
file systems. AXF works with all current digital storage
technologies and can be modified with new technologies
as they are introduced.

AXF abstracts the underlying file and operating system
technology and includes several Open Archive Informa-
tion System (OASIS) preservation characteristics to pro-
vide long-term protection of file-based assets. AXF adds
self-describing features to the AXF objects as well as the
media on which they are stored. This provides indepen-
dence from the systems that originally created them. As
long as applications understand the AXF format, they can
decode and provide the original stored content.

AXF addresses the obsolescence of content formats, but
to make sure the information survives long term, regular mi-
gration of the digital content from an older storage technol-
ogy to a new one is still needed. Thus, we can avoid some
of the issues that content owners faced in the past when
they changed from one magnetic tape standard to another.

In addition to helping to preserve content and making
sure that it is available in the future, regular migration of
content may pay for itself long term, since new storage
technology will likely allow using less media for storing a
given amount of content of a given resolution with each
generation of storage technology. This saves on the physi-
cal footprint of the storage system and on the energy re-
quired to support that storage system.

Conclusion
Media and entertainment storage technologies, whether
flash memory, HDD, magnetic tape, or optical disc, con-
tinue to develop, providing continual advances in both the
price of digital storage and the overall storage system

FIGURE 21. Flash memory technology roadmap.13

FIGURE 20. SanDisk CFast CompactFlash card.
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performance. The development in recording technology
will support the creation of richer content with higher res-
olution, higher frame rates, higher dynamic range, and
with more cameras used at one time.

SMPTE standards have played an important role in
the development of media recording over the years, from
the days of film to today’s digital media workflows. The
SMPTE AXF standard should also allow better tools for
long-term preservation of media content, allowing these
recordings to survive so that they can entertain and edu-
cate future generations of viewers.
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Video Compression and Its Role
in the History of Television
By Glenn Reitmeier and Gary J. Sullivan

Abstract
This paper outlines the history of video compression, emphasiz-
ing how the concepts we now apply in today’s digital world also
applied in earlier work on analog television. The paper describes
how analog techniques such as gamma correction, interlaced
scanning, vestigial sideband transmission, and the transmission
of reduced-bandwidth color components using a color subcarrier
can be interpreted in terms of video compresion concepts. The
basic principles of digital video compression are also outlined
and are traced through the generations of standards including
H.261, MPEG-2, H.264/AVC, and HEVC.

Keywords
Analog TV, digital TV, video broadcasting, video compression

Introduction

I
n a modern context, the term
“video compression” refers to a
complex process of removing
spatial and temporal redun-

dancy from the pixel arrays of a series of
frames that represent a moving image.

The engineering discipline of informa-
tion theory rigorously defines the concepts
of symbols to be communicated for a given
information source, as well as their entropy
in terms of the minimum number of bits
that are required to perfectly represent
them. In a video context, each pixel is a
source symbol, and the entropy of a video
source represents the lower bound to which “[mathemati-
cally] lossless compression” can be achieved. Entropy cod-
ing techniques, such as conditional probability estimation,
Huffman variable-length coding, and arithmetic coding,
can be used to approach that lower bound.

However, most digital video compression that is com-
monly used today is “lossy compression” because it does
not perfectly reproduce every bit of every pixel in a rigor-
ous mathematical sense. It thus crosses into the domain of

rate-distortion theory rather just statistical analysis and en-
tropy coding. Very high quality digital video compression
is often referred to as “visually lossless compression,”
because while it may not be a mathematically perfect rep-
resentation, it is visually indistinguishable from the original
source for most viewers. “Visually lossless compression” is
commonly used today in digital cinema and in the high-
quality video contribution links that carry live remote feeds
around the world for important sports and news events.

The lower bit rates required for the ultimate delivery of
video content to consumers using digital discs, digital tele-
vision (TV) broadcasts over terrestrial, cable and satellite,
and video streaming over the internet can all be catego-
rized as both mathematically and visually lossy because

they can produce visible compression arti-
facts that may be apparent even to casual
viewers. The art and science of modern
system engineering for compressed digital
video delivery systems involves finding
the right trade-offs among various aspects
of picture quality at a technically and
economically feasible bit rate for a given
delivery system.

The tremendous advances of modern
digital video compression are built upon
the previous advances in video engineer-
ing from before the digital age. The very
name “visually lossless compression” re-
fers to the fact that not all details of the
video content have the same subjective

importance. Some amount of distortion can be introduced
without a perceptible loss, whereas changing the values in
other ways can result in immediately obvious compression
artifacts. Video data also have a high degree of statistical re-
dundancy that can be exploited to reduce the amount of
data that needs to be transmitted. Much of the video pic-
ture content tends to be repeated in each frame with a very
slight change, and when there is a change, the changes
might just be a minor shift in spatial position due to object
motion, and pixels that are spatially near each other tend
to have very similar values. Modern digital video compres-
sion systems are carefully designed to exploit both the
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statistical redundancy in the data and the characteristics of
human visual perception.

However, the clever exploitation of human visual system
(HVS) characteristics by video engineers is nothing new.
While not referred to as “video compression” by the inno-
vators of the time, the clever exploitation of the characteris-
tics of the signal and the HVS was crucial to the
successful design of TV systems from their very inception.
Such principles have continued to be a key factor in each
successive advance, and many remain in use by today’s
most modern digital video compression systems.

In our attempt to provide a high-level overview and
perspective on the development and application of “video
compression” techniques over the course of TV history,
this paper is necessarily superficial on many technical de-
tails and nuances of both analog and digital systems. The
interested reader is referred to the literature that we cite in
our references and bibliography.

Video Compression in Analog
Monochrome TV
At its most fundamental level, TV engineering is the
challenge of designing a practical system that captures a
scene from a camera, delivers it over a transmission sys-
tem, and reproduces the scene on a display. In an era of
analog circuitry and vacuum tube technology, the “video
compression” techniques of using a nonlinear luminance
signal, interlaced scanning, and vestigial sideband trans-
mission were essential to the development of practical
monochrome TV technology during the 1920s and its
subsequent embodiment in standards. The U.K. analog
405-line standard was set in 1936, the U.S. 525-line
National Television Systems Committee (NTSC) stan-
dard in 1941, and the European 625-line standard in

1946, each using these early video compression ap-
proaches, which continue in use today.

Nonlinear Signal Space—Gamma Correction
The development of cathode ray tube (CRT) display tech-
nology was a critical enabler to the creation of TV. As
shown in Fig. 1, the light intensity output of a CRT dis-
play is a nonlinear power-law function of its input voltage,
I / V �

S , where gamma � is generally in the range of 2.2
(for NTSC) to 2.8 (for phase-alternation line [PAL] and
sequential color and memory [SECAM]).

Serendipitously, this nonlinear EOTF relationship also
mimics HVS perception so that equal steps in CRT input
voltage result in approximately equal steps in human-
perceived brightness.1 Recognition of this fortunate coinci-
dence allowed a gamma-correction circuit to be placed in
cameras.2 Thus, a TV camera senses linear light over a
large dynamic range and transforms it into a companded
“gamma-corrected” luminance signal Y 0 with a lower dy-
namic range for analog signal transmission.i The reduced
dynamic range Y 0 signal was key to practical analog circuit
design, and it subsequently enabled the use of 8-bit sam-
ples (256 levels) in digital TV systems. As a notation con-
vention, the prime symbol ð0Þ is used to indicate a quantity
in the gamma-corrected domain as contrasted with the lin-
ear light domain.

However, the use of gamma-corrected signals in a noisy
system with a limited dynamic range is “lossy compres-
sion” and, indeed, it has a “compression artifact” of
“crushed whites” that has always been associated with the
“TV look.” Since its invention in the 1930s, the gamma

iMore properly, a distinction can be drawn between true per-
ceptual “luminance” and “chrominance” versus TV “luma” and
“chroma” signals; however, we dispense with this here in the in-
terest of informal discussion.

FIGURE 1. (a) End-to-end transfer function of early monochrome TV (Malof 1939, figure 4); (b) electrical-to-optical transfer function
(EOTF) of a CRT display (Somers 1944, figure 1).
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EOTF has been used for over 70 years; it is only now, with
the prospect of high dynamic range (HDR) and wide color
gamut (WCG) video systems, that different EOTF nonlin-
earities are coming into use for modern TV systems.

Interlaced Scan
In analog TV systems, the picture is sensed and displayed
by a scanning raster that progresses from top left to bottom
right, tracing a series of scan lines that comprise the trans-
mitted analog Y 0 luminance signal. The bandwidth re-
quired to transmit an analog TV signal is directly
proportional to its horizontal resolution times the number
of scan lines (its vertical resolution) times the frame rate.
The careful selection of these parameters is also a “video
compression” issue, as analog TV transmission bandwidth
was limited by practical analog circuitry considerations,
CRT display characteristics, and spectrum regulatory
constraints.

The designers of analog TV systems faced a conun-
drum, because the obvious approach of continuously re-
peating the scanning pattern for each frame (i.e.,
progressive scan) of video resulted in unacceptable trade-
offs. In order to avoid display flicker on CRTs, the refresh
rate had to be greater than the 24 Hz frame rate used by
film and the 48 Hz used by a double-shuttered projector.
Furthermore, it was advantageous in the design of the
high-voltage power supplies needed to drive CRTs to lock
the display frame rate to the power line frequency and
hence the development of monochrome TV systems that
had 50 and 60 Hz variations. At 50 or 60 Hz, only 200 to
300 scan lines could be transmitted within a practical
amount of radio-frequency (RF) bandwidth (6 to 8 MHz),
and the result was a low-resolution picture with a coarse,
highly visible scan line structure. However, if the number
of lines was increased, the display frame rate was

correspondingly reduced, resulting in an unacceptable dis-
play flicker.

The solution was the invention of interlaced scanning,
which separated the odd and even scan lines of a frame
into two separate fields that are sent sequentially (Fig. 2).
With a delicate balance of CRT electron beam spot size
and display phosphor decay times, interlaced scan lines
could overlap just enough to reduce the visibility of the dis-
play raster while maintaining high vertical resolution, and
the phosphor light emission would persist just long enough
to avoid display flicker and motion blurring.3 (The “Kell
factor” related the perceived vertical resolution to the
number of actual scanning lines used in an interlaced
CRT display.)

Although not discussed as such by its inventors, the
scanning process of TV is a vertical and temporal sam-
pling process. Interlaced scanning is a quincunx sampling
pattern across the vertical and temporal domains that
achieves a 2:1 video compression with its staggered sam-
pling pattern, and it has “post-filtering” effects from the
CRT’s electron beam spot profile and its phosphor per-
sistence. It was well understood that interlaced scanning
introduced both imaging system artifacts (e.g., vertical-
temporal aliasing, as manifested in “crawling jagged edges”
on nearly horizontal slanted scene edges) and display arti-
facts (e.g., interline flicker), but with the technology avail-
able at the time, it was an ingenious compromise
between vertical resolution and display frame rate
(flicker). Interlaced scanning was fundamental to the de-
velopment of analog TV, and it remained an effective
“lossy compression” approach for decades, continuing in
use even in current digital TV and high-definition (HD)
TV systems (sometimes more than we would wish, now
that video receivers have become computers and CRTs
have been replaced by flat panel displays).

FIGURE 2. Interlaced scanning raster and Nipkow disc implementation.3
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Vestigial Sideband Transmission
One additional “video compression” technique was essen-
tial to the creation of monochrome TV. Early RF commu-
nication used amplitude modulation of an RF carrier,
which conventionally requires a double-sideband RF sig-
nal that occupies twice the amount of spectrum as the
baseband information signal. Although the concept of
single-sideband modulation was understood, as a practi-
cal matter, the analog filters required were completely
impractical to implement. The invention of vestigial side-
band modulation4 was a practical compromise that trans-
mitted all of the upper sideband and a portion of the
lower sideband, which enabled signal demodulation using
practical filters while reducing the necessary transmission
bandwidth (Fig. 3). For example, in the NTSC system,
this approach enabled a baseband video signal with 525
scan lines and a 4.2 MHz bandwidth to be modulated
into a 6 MHz RF transmission channel. Vestigial side-
band transmission was used in all analog TV transmis-
sion systems.

Video Compression in Analog Color TV
The desire to leap from monochrome to color TV
brought a host of new “video compression” challenges.
Red ðRÞ, green ðGÞ, and blue ðBÞ signals had to be
sensed, transmitted, and displayed, but the use of three
RF transmission channels was a nonstarter. Color TV had
to be sent in a single transmission channel and, further-
more, it had to be backward compatible with existing
monochrome TV systems. The challenge of achieving a
3:1 video compression in a backward-compatible repre-
sentation was a seemingly impossible task, but once
again, the clever exploitation of HVS and CRT charac-
teristics achieved an acceptable balance of engineering
trade-offs that could be made with analog technology. Still
in the era of analog circuitry and vacuum tube technology,
the “video compression” techniques of using reduced-
bandwidth color components and a color subcarrier were
essential to the development of practical color TV

technology during the 1940s and its subsequent embodi-
ment in standards. The U.S. NTSC color standard was
set in 1953, the European PAL standard in 1963, and the
SECAM standard in 1967, each using these color-related
video compression approaches. The use of reduced-
bandwidth color components continues even in today’s
most modern digital video compression systems.

Reduced-Bandwidth Color Components
Early attempts to develop color TV took different ap-
proaches to transmit the required red, green, and blue sig-
nals. The failed “color-sequential” system successively
transmitted R, G, and B frames to a CRT display and re-
quired a rotating “color wheel” to merge the colors on a
display screen.5 A competing approach was to send the
colors on a “dot-sequential” basis (i.e., predating the use
of horizontal sampling and three component arrays of
pixelsii by many decades), but the reduction in resolution
and the level of backward compatibility were not accept-
able. Notably, the luminance signal of monochrome TV
was mostly composed of green information. In order to
create a backward-compatible color TV system, R0, G0,
and B0 signals could be linearly combined (matrixed) to
form Y 0, a very close approximation to gamma-corrected
monochrome luminance.

However, sending R0 and B0 in addition to Y 0 could
still require three times the signal bandwidth of a mono-
chrome signal. Another advance was taken to derive
color-difference signals, R0 � Y 0 and B0 � Y 0 (Fig. 4). For-
tunately, experimentation showed that human visual acu-
ity is more sensitive to brightness than color and that
acuity is higher in some colors than in others. It was found
that the signal bandwidths of R0 � Y 0 and B0 � Y 0 could
be significantly reduced without resulting in too much

iiIn some usage, the term “pixel” would refer to a complete
tristimulus color value (e.g., an RGB triplet) associated with a po-
sition in the picture; here, we informally refer to the sample value
for a single color component at a position in the picture as a
“pixel.”

FIGURE 3. Vestigial sideband transmission and filter.4
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visible degradation of color edges. This effect is cited in
the SMPTE color bars test pattern,6 and in fact the order
and colors of the bars were developed to exercise the max-
imum signal transitions in the color-difference signals. In
the development of the NTSC color system, an additional
step was taken to rotate the phase of the color-difference
signals to form I and Q color components. The Q color

axis is purplish blue—a region of color where the HVS
has its lowest acuity, and this allowed the bandwidth of
the Q signal to be reduced even further.

This principle of reduced-bandwidth color-difference signals
has been applied in every color TV system design, from
the analog NTSC, PAL, and SECAM transmission sys-
tems to all current digital TV systems.

FIGURE 4. Examples of NTSC component signal passbands [from SMPTE 170M-2004, “Composite Analog Video Signal—NTSC for
Studio Applications,” figure 1].

FIGURE 5. In NTSC analog color television, a color subcarrier is quadrature (amplitude and phase) modulated by the chrominance
signals and superimposed on the luminance signal, as shown in (a) the composite signal spectrum and (b) a scan line waveform of the
color bar pattern. The instantaneous subcarrier amplitude and phase represent color saturation and hue.
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Color Modulation
Another key invention in developing a backward-
compatible analog color TV signal was to recognize that
the dot-sequential transmission of reduced-bandwidth
color-difference signals was essentially a quadrature (i.e.,
amplitude and phase) modulation of a color subcarrier fre-
quency (Fig. 5). By carefully selecting the frequency to be
an odd multiple of one-half the horizontal line frequency,
the phase of the color subcarrier would invert itself on
each scan line and on each frame, tending to be “averaged
out” by the HVS.7,8 The resulting “crawling dot pattern”
of the color information was thus deemed to be acceptably
“backward compatible” because, although it was visible on
monochrome TV receivers, it was not an obnoxious pic-
ture quality impairment.

In modern signal processing terms, the NTSC color
system is understood to be a mapping from the R0G0B0

signal cube to the Y 0U 0V 0 hue/saturation dual-cone
space, where the color subcarrier is a diagonal spatial fre-
quency with a 30 Hz (frame rate) temporal frequency9

and its instantaneous amplitude and phase represent the
color saturation and hue, respectively. In addition to
being less perceptually visible, the subcarrier was filtered
by both the electron beam shape and the phosphor per-
sistence of early CRT displays.10 After the introduction
of color signal transmission, monochrome TV receivers
often contained additional electronic filters to further
reduce the visibility of the color information. Color TV
receivers improved for decades by using increasingly
sophisticated approaches to separate luminance and
chrominance signals.

As the need for color TV production emerged, it
quickly became apparent that maintaining separate com-
ponent signals on separate coaxial cables was impractical,
and thus the use of the composite video signal (i.e., with a
color subcarrier) on a single cable became the ubiquitous
practice. The NTSC composite signal was documented

for studio use as RS-170A, which later became SMPTE
ST 170M.

Video Compression in Digital
Component Signals
Coincident with early analog TV development in the
1920s to 1930s, the theoretical foundation for modern
digital signal processing was being established by the
work of Nyquist and Shannon, as they discovered
the basic principles of sampling signals and what con-
stituted information. It took more than five decades for
high-speed analog-to-digital (A/D) and digital-to-
analog (D/A) conversion to be practically applied to
video signals. By the 1970s, it was possible to digitize
composite video signals, usually sampled at an integer
multiple of the color subcarrier frequency.11 SMPTE
244M standardized a bit-parallel signal interface and
established the basis for the earliest uses of digitized
video.

Component Sampling Using 4:2:2
By the early 1980s, the limitations of using composite
signals in TV production became apparent, as video
switchers progressed from simple switching and fading
to picture squeezes, zooms, and increasingly complex
digital video effects. While some simple operations
could be performed directly on composite signals, com-
plex operations required disassembling the composite
signal back into separate color component signals for
processing. In Europe, the use of PAL and SECAM
transmission standards complicated program exchange
and live signal feeds.

Thus, the goal of establishing a common digital compo-
nent signal interface for production and broadcast equip-
ment emerged.12 As with previous analog signals, the use
of R0, G0, and B0 signals was impractical, and it was clear
that Y 0, CR, and CB (with CR and CB being scaled versions

FIGURE 6. (a) Component digital video signals are samples of analog video waveforms that represent pixels in the scanned image;
(b) various luminance and chrominance sampling structures.
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of the R0 � Y 0 and B0 � Y 0 color-difference signals) could
be used to exploit the well-known “video compression” of
reduced-bandwidth color-difference signals. After much
debate about the sampling rate, relative luminance and
chrominance sampling rates (expressed as a ratio
“4 : x : y,” where 4 denotes the luminance sampling
rate, and x and y denote the corresponding chrominance
sampling rates for alternating lines of a frame), sample bit
depth, and their impact on both picture quality and the
ability to encode and decode composite video signals,
SMPTE conducted extensive tests of component video
coding in 1981.13,14

Notably, the tests showed that sampling need not
be locked to the subcarrier frequency and that color-
difference signal bandwidths greater than their final trans-
mission bandwidth were essential to perform high-quality
chroma keying. As a result, 13.5 MHz was selected as a
common sampling rate for luminance signals in both
525/59.94 and 625/50 systems, based on the fortuitous re-
lationship that it is an integer multiple of the horizontal
line frequency in both systems and provides 720 active
samples per line (Fig. 6). Also, 4:2:2 sampling (using
13.5 MHz luminance sampling and 6.75 MHz chromi-
nance sampling) was recognized to provide a good balance
between the tradeoff between video data rate and video
signal sharpness, making it the first digital “video compres-
sion” technique to be used in TV. The “Component
Video Signal 4:2:2 Bit-Parallel Digital Interface” was doc-
umented as SMPTE 125M.

Adopted in 1982, the International Telecommunica-
tions Union (ITU) Radiocommunication Sector (ITU-R)
BT.601 (originally known as CCIR 601) is a family of
compatible standards for component TV. It accommo-
dates two chrominance bandwidths, which are specified in
relation to the luminance signal and its 13.5 MHz sam-
pling rate. BT.601 defines 4:4:4 (full-resolution chromi-
nance) and 4:2:2 (half-horizontal resolution chrominance)
sampling formats and allows either 8 or 10 bits/sample.

Although initially implemented as a bit-parallel digital
interface14,15 and used in the D1 component videotape
format, the use of the BT.601 4:2:2 10-bit format became
ubiquitous after the development of the SMPTE 259M
Serial Digital Interface (SDI) in 1993, which provided a
serial data stream (10-bit samples, 270 Mbits/sec being
the most commonly used variety) over a single-wire inter-
face using a standard 75 � coaxial cable with BNC con-
nectors. Subsequent HDTV sampling formats [SMPTE
274M and SMPTE 296M] and serial interface standards
[HD-SDI, SMPTE 292M] are direct descendants of the
principles established for standard-definition digital com-
ponent video.

Another sampling format that is important for digital
video compression is the 4:2:0 format. In the 4:2:0 format,
the density of chrominance samples along a vertical line is
reduced by a factor of 2, and thus the vertical chromi-
nance resolution in 4:2:0 is half that of 4:2:2 or 4:4:4.

(For interlaced scan systems, a 4:2:0 chrominance sam-
pling is designed to be uniformly interlaced in successive
fields.) The 4:2:0 format became ubiquitously used for
consumer services with the advent of modern digital
video compression, as it takes advantage of the reduced
chrominance sensitivity of the HVS in the vertical and
horizontal dimensions. However, it is notable that even
this vertical downsampling had a precedent in analog
color modulation—as the SECAM system used vertical
chrominance subsampling, alternately transmitting U and
V signals in its line-sequential color modulation.

The Origins of Modern Digital Video
Compression
As the speed and capacity of digital memory grew, storing
entire fields and frames of video for signal processing be-
came common and was an essential prelude for perform-
ing modern video compression. The representation of a
video signal became commonly expressed in terms of the
luminance pixel array size (i.e., the number of horizontal
samples times the number of vertical scan lines or the
video frame size) and a frame rate.

The pioneering work in modern digital video com-
pression during the 1970s and 1980s was not initially
motivated by TV, which had very high resolution and
quality requirements. Rather, the initial applications that
motivated development included military uses of video,
videoconferencing, and multimedia playback on personal
computers.

The basis for all modern digital video compression is
the removal of spatial and temporal redundancy from the
pixel arrays of a sampled video signal. Video compression
has two key elements: (1) the reduction of redundancy
using statistical analysis (prediction and transformation
processing) and information theory (entropy coding), and
(2) the reduction of irrelevancy using signal processing and
quantization based on HVS characteristics (perceptual cod-
ing). There is no redundancy in a picture if all samples are
statistically independent as they are in random noise,
whereas there is a lot of redundancy in still pictures or a
patch of blue sky. Perceptual coding eliminates

FIGURE 7. The DCT of a block of pixels produces a set of DCT
coefficients. After quantization, there are many coefficients
with values that can be approximated as zero, and the values
can be scanned in order of increasing frequency and coded as
run-length/value pairs.
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information that cannot be readily seen by human ob-
servers. While a significant amount of perceptually irrele-
vant information was removed in analog TV, digital
techniques enable further elimination of imperceptible in-
formation. This is followed by statistical entropy coding
and the use of data buffering to absorb a variable informa-
tion rate.

The extremely high degree of compression used in
modern digital TV systems is lossy—they transmit a high-
quality, but imperfect, representation of the original mov-
ing picture and sound. The consequence of squeezing the
data that represent the pictures and sound into an insuffi-
cient data rate is the presence of compression artifacts.

Basic Principles of Digital Video
Compression—Removing Spatial Redundancy
In a video signal, pixels that are close to one another usu-
ally have similar values. Removing this inherent spatial re-
dundancy was the first step toward modern digital video
compression. By the early 1970s, it was understood that
digital images could be segmented into blocks of pixels
that could be more efficiently represented as a sparse set
of transform coefficients. A square discrete cosine trans-
form (DCT) will decompose an N �N block of pixels
into a set of N �N frequency coefficients (similar to a
Fourier series), as shown in Fig. 7. If the pixels are highly
correlated, most of the higher order transform coefficients
have values that are small enough to be approximated as
zero. Perceptual coding principles are used to quantize
the transform coefficients, which generally results in a
sparse set of nonzero coefficients that are mostly concen-
trated at low spatial frequencies. The quantized coeffi-
cients can then be scanned in order of increasing
frequency and converted into run-length/value pairs,

specifying a nonzero coefficient value and an associated
run length of subsequent zero-valued coefficients in the
scanning order. The run-length/value pairs can then be
entropy coded using variable-length codes, meaning that,
as in Morse code, shorter codeword strings are used for
common pairs and longer ones are used for less common
pairs.

For color images, the DCT compression must be sepa-
rately applied to each color component signal. The DCT
block size of N ¼ 8 was selected in the major early de-
signs, as a good compromise for capturing the local statis-
tical content of the signal and also being relatively easy to
compute. In more advanced designs, the block size of the
transform has become variable, somewhat different types
of transforms are also used, and the entropy coding tech-
niques have also become more sophisticated. For the
quantization of the transform coefficients, a simple scheme
characterized as scalar quantization is generally used—for
which the decoder basically just multiplies by a scale factor
when reconstructing the approximate transform coefficient
values. The value of the scale factor controls how coarse
the approximation becomes, and adjusting the scale factor
is the primary way that encoders control the tradeoff be-
tween bit rate and video fidelity.

DCT compression for still images was the basis for the
Joint Photographic Experts Group (JPEG) standard
[ITU-T T.81 | ISO/IEC 10918-1] in 1992, which be-
came a key enabler for digital photography and was also
sometimes used for video compression. The subsequent
JPEG 2000 (a.k.a. J2K) standard [ITU-T T.800 | ISO/
IEC 15444-1] used wavelet signal decomposition in
which digital filter banks separate the image into differ-
ent spatial frequency bands, which can then be quan-
tized and coded. JPEG 2000 is used for video in digital
cinema applications.

FIGURE 8. A motion vector is used to indicate a pixel block in a previously coded temporally nearby frame that serves as a good
predictor for a pixel block that is being encoded in the current frame.
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Basic Principles of Digital Video Compression—
Removing Temporal Redundancy
Just as groups of nearby pixels usually have similar values
within a video frame, they are also usually similar from
frame to frame. Digital video compression also removes
temporal redundancy so that picture information that ap-
pears in one frame does not need to be retransmitted for
subsequent frames. In areas of a picture where nothing is
moving, simply subtracting the two frames removes the re-
dundancy. However, most video consists of moving ob-
jects; thus, a best match for a block of pixels is searched
for in a temporally nearby video frame that has already
been encoded. The horizontal or vertical displacement
used to reference a block region in the other frame for
prediction of the block in the current frame is called a
motion vector, which is illustrated in Fig. 8.

The predicted pixel block is subtracted from the actual
pixel block, so that only the small differences, the residual
information, need to be sent. The first commercial use of
motion-compensated digital video compression for multi-
media playback on a PC was demonstrated by RCA in
1987 as the Digital Video Interactive system.

The principle of reduced-bandwidth color-difference
components continues to be used advantageously by using
the lower chrominance sampling density of a 4:2:0 repre-
sentation, and the motion in an image is generally coher-
ent for both luminance and chrominance color arrays.
Thus, a single motion vector value can be applied for all
three color components when performing motion com-
pensation. At one-quarter the sample density of the lumi-
nance signal, an 8 � 8 block of chrominance samples
corresponds to the same picture area as four 8 � 8 blocks
of luminance pixels, and a horizontal or vertical motion
vector displacement of 1 pixel distance for the luma is a

displacement of 1/2-pixel distance for the chroma. A col-
lection of four 8 � 8 luminance pixel blocks (a 16 � 16
region in the luminance array) and two 8 � 8 chromi-
nance pixel blocks (one 8 � 8 block for each chrominance
component) that represent the same area of an image,
as shown in Fig. 9, became known as a macroblock.
For motion compensation in older designs, a single
motion vector would be applied to the entire macro-
block region.

In more modern digital video compression schemes,
motion vectors can be encoded with subpixel resolution,
allowing better approximation of true object motion. Ad-
vanced techniques also enable the use of variable block
sizes to perform the best possible matching. In the most
recent designs, the macroblock concept has also been gen-
eralized to become a larger and encoder-selectable size.

Motion-Compensated Video Coding—
H.261 and MPEG-1
Modern digital video compression combines both tempo-
ral and spatial techniques. The development of the H.261
video compression standard in 1988 (with a substantial
revision in 1990) by the CCITT Specialists Group on
Coding for Visual Telephony, the predecessor of the
group now known as the ITU-T Video Coding Experts
Group (VCEG), was a major pioneering milestone in digi-
tal video technology. Targeting videoconferencing applica-
tions, it embodied practically all of the core techniques
that are still found at the heart of video compression de-
signs today—including 4:2:0 sampling, the macroblock
concept (with a 16 � 16 luminance region size), the DCT
transform (with an 8 � 8 block size), motion vector encod-
ing with the same vectors affecting both the luminance and
chrominance prediction blocks, scalar quantization,

FIGURE 9. Macroblock structure, with four luminance (Y) and two chrominance (Cr and Cb) 8 � 8 pixel blocks.
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coefficient scanning with a zigzag scanning order, run-
length/value pairing of quantized coefficients, and variable-
length entropy coding. These same technologies, with vari-
ous refinements, have continued to be used in all subse-
quent digital video compression standards. It is also
substantially the same basic design that would become the
JPEG still-image coding standard in 1992, aside from the
aspects relating to motion handling that were not needed
for that application. (There had been a prior digital video
coding standard in the CCITT known as H.120 in 1984,
which was revised in 1988, but its design was missing key
elements needed to make it really practical for use; thus,
H.261 rather than H.120 is considered the basis for mod-
ern video coding.)

H.261 uses a hybrid of motion-compensated inter-
picture prediction and spatial DCT transform coding.
Motion vectors are determined by matching a macro-
block in the actual picture with macroblocks in a
nearby search area in the preceding frame. The actual
pixels in each macroblock are subtracted from the pre-
dicted pixels, and the resulting “residual information”
is transformed with the DCT. The DCT coefficients
are quantized and, using a zigzag coefficient scanning
order, represented as run-length/value pairs using modified
Huffman codes. The compressed data for each interframe-
coded macroblock include its motion vector and the DCT
coefficient data for each of the six pixel blocks (four lumi-
nance blocks and two chrominance blocks) in the
macroblock.

As H.261 was being finalized, a new group was created
in 1988, called the Moving Picture Experts Group
(MPEG). Its goal was to bring video-enabled multimedia
into the mass market—providing a level of quality that
would be adequate for consumer entertainment uses
rather than having the videoconferencing focus that had
governed H.261 development. Videoconferencing was still
only possible then in an expensive business-to-business
niche market, and the low bit rates available on the tele-
communication networks of the day (generally at most
128 to 384 kbits/sec, including audio and system signal-
ing) seriously limited its achievable quality. Moreover,
since some more time had passed since H.261 had been
developed, the computing resources available in low-cost
products had become greater, and the experience with
H.261 could be used to develop further improvements.

The MPEG-1 standard [ISO/IEC 11172-2] of 1993
was designed to compress VHS-quality digital video down
to 1.5 Mbits/sec for multimedia playback from CD-ROM
discs using PCs or low-cost player devices.16 Using the
core techniques from H.261, MPEG-1 added the impor-
tant concepts of motion vectors with subpixel accuracy
(i.e., interpolating the pixels in a prediction block), bidirec-
tional motion prediction (combining predictions from
both preceding and following video frames in display
order), and the use of a “group of pictures” that could
be encoded as a unit, starting with an intraframe-coded

(i.e., spatial-coding-only) picture that provided a simple
starting point for random access.

The Digital TV Era
During the 1980s, it was becoming obvious that the 525
and 625-line-based color TV systems of the world were
reaching their fundamental limits of performance. In
Japan, NHK had begun work on analog HDTV in the late
1960s and held the first U.S. demonstrations at the 1981
SMPTE Television Conference in San Francisco. In
Europe, much work was done on developing multiplexed
analog component technology that overcame the compro-
mises associated with color subcarriers and similar HD
versions. The broadcast spectrum was also highly sought
for other uses, prompting U.S. broadcasters to petition the
Federal Communications Commission (FCC) in 1987 to
reserve spectrum for HDTV. In response, the FCC
formed an Advisory Committee on Advanced Television
Service (ACATS) and the race to establish an HDTV sys-
tem for the U.S. began.

In 1990, while ACATS was considering more than 20
advanced TV system proposals that either required two
6 MHz transmission channels for HDTV or delivered
less-than-HD resolution and picture quality, the FCC
challenged the industry to develop a full HDTV system
that used only a single 6 MHz channel. Within a year,
four competing digital HDTV systems were announced,
and TV began its complete transformation from analog
to digital technology.

Pioneering Digital TV Systems
Many of the leading TV research laboratories recognized
the significance of the digital compression technology ad-
vances in H.261 and MPEG-1, although they were used
for applications that did not require “broadcast-quality”
video. If digital transmission could be performed through
high-power broadcast transmitters at a sufficiently high bit
rate in a 6 MHz channel, perhaps digital systems could
meet the FCC challenge. In order to deliver HDTV, two
key elements were needed—video compression would
have to deliver high-quality video at fractions of a bit/pixel
and digital transmission would have to deliver more than
2 bits of data rate per hertz of spectrum bandwidth—a
higher spectral efficiency than the typical computer mo-
dems of the day, at 1000× their speed and successfully
coping with a terrestrial channel prone to signal fading,
RF signal interference, and multipath distortion.

Four competing digital HDTV system proposals rose
to the challenge.17–20 All used motion-compensated DCT
compression, but notably the Advanced Digital HDTV
(AD-HDTV) proposal18 had adapted MPEG-1, with spe-
cial modifications made to accommodate interlaced video.
The AD-HDTV prototype was the world’s first real-time
MPEG encoder—and in HD.
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Digital HDTV Grand Alliance, ATSC, and DVB
Standards
After comprehensive testing of two analog systems and
the four digital HDTV systems during 1992, ACATS de-
cided in early 1993 that a digital system should be the
basis for the future of TV broadcasting in the U.S., but
they were unable to pick a single winning system from
the digital proposals. In 1993, the digital proponents
decided to join forces and work together to create a
“best-of-the-best” digital system under the oversight of
ACATS. Key principles of agreement were that the
Grand Alliance system would allow both progressive and
interlaced scan formats, that it would be based upon a
successor MPEG-2 video compression standard, and
that it would employ a packetized transport layer like the
one the AD-HDTV system proponents had developed
and submitted to MPEG for standardization.21–23 The
Grand Alliance HDTV System was documented by
the Advanced Television Systems Committee (ATSC)
standard organization in 1995 and approved by the FCC
in 1996.24,25

As the U.S. race for HDTV progressed, engineers in
Europe also recognized the potential of digital TV and the
prospects of an MPEG-2 video compression standard.
The Digital Video Broadcasting (DVB) project was
formed in 1993 to develop standards for cable, satellite,
and terrestrial digital TV.

MPEG-2 and the Digital TV Revolution
Even as the AD-HDTV system demonstrated that
MPEG-1 compression could be successfully adapted to
TV broadcasting, work had simultaneously begun in the
MPEG committee, also in partnership with the ITU-T
Video Experts Group, to develop a successor MPEG-2
standard, specifically targeting TV (including support of
interlaced video formats) as its key application. Symbioti-
cally, the efforts of the Digital HDTV Grand Alliance, the
DVB Project, and the MPEG committee progressed, cul-
minating in the MPEG-2 video and transport standards
[ITU-T H.262 | ISO/IEC 13818-2 Video and ITU-T
H.222.0 | ISO/IEC 13818-1 Systems] in 1995. MPEG-2
became the catalyst for the prolific worldwide transforma-
tion to digital technology for TV service delivery to con-
sumers. In terms of compression technology design, the
primary feature of MPEG-2 video that differed from
MPEG-1 was having frame-field switching features added
to provide an adaptive way to efficiently compress either
progressive-scan or interlaced video. This was an essen-
tial ingredient for TV at the time, as traditional 525 and
625-line interlaced formats (480/59.94i and 576/50i) and
CRTs were still ubiquitous, and even HDTV was origi-
nally conceived as using interlace.

Direct broadcast satellite (DBS) was the first commer-
cial deployment of digital TV. Although frequencies and
orbital slots had been allocated, early analog DBS systems

were extremely limited in the number of TV channels they
could deliver. An offshoot from the AD-HDTV project ap-
plied the same “MPEG-1+” digital video compression and
packetized transport technology to standard-definition TV,
resulting in a DBS system with over 150 channels and a
small (18 in.) receiver dish. DirecTV was launched in the
U.S. in 1994 and was the world’s first commercially de-
ployed digital TV system. The DVB standard for satellite
broadcasting (DVB-S) using MPEG-2 was completed in
1995 and was rapidly put into commercial service by DBS
operators such as Galaxy in Australia (1995), Dish Net-
work in the U.S. (1996), and Sky Digital in the U.K.
(1998). DirecTV migrated to MPEG-2 soon thereafter.

DVD discs and players were launched in 1996 and
rapidly replaced analog videocassette recorder tapes as the
consumers’ preferred format for home video movie rentals
and purchases. DVD players set the record for the most
rapidly adopted new consumer electronics product in his-
tory, reaching nearly ubiquitous household adoption in
the U.S. by the early 2000s and becoming a huge success
in the rest of the world as well.

HDTV broadcasts and receiver sales of the ATSC sys-
tem began in the U.S. in 1998, making it the world’s first
digital HDTV deployment. ATSC signals were initially si-
mulcast with analog NTSC broadcasts, which finally
ceased in 2009. DirecTV launched its first HDTV chan-
nels in 2000.

The DVB project delivered its first standard for digital
cable TV (DVB-C) in 1994, and in the U.S., the Society
of Cable and Telecommunications Engineers (SCTE)
published its Digital Video Transmission Standard for
Television [SCTE DVS-031; currently SCTE/DVS 07] in
1996. Digital cable transmissions were simulcast with a
conventional analog tier. By the early 2000s, most large
cable operators offered a digital tier of standard-definition
service, and in the mid-2000s, HDTV was gradually intro-
duced and today is available on virtually all cable systems.
As the digital subscribership share has grown, some cable
systems have made the switch to become purely digital.

H.264/AVC Advanced Video Coding
Meanwhile, advances in video compression technology
continued to be developed in research laboratories, and
additional standards were developed as well, including the
H.263 standard from ITU-T and the MPEG-4 Part 2
standard from ISO/IEC MPEG. These had some im-
provements of compression, loss robustness, and other
features, but it was the next generation after that when the
advances would reach a real critical mass. The ITU-T’s
VCEG issued a call for proposals in 1998 and created a
first draft of a new “H.26L” standard in 1999, with the
primary goal being to greatly improve compression capa-
bility. MPEG soon issued a call as well, and VCEG re-
sponded by proposing its draft design to become a joint
project. The two groups then agreed to join forces and
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formed a partnership called the Joint Video Team (JVT)
in 2001. The result would become known as the Advanced
Video Coding (AVC) standard [ITU-T H.264 | ISO/IEC
14496-10, a.k.a. MPEG-4 Part 10].

With increasing computational capabilities, greater
storage capacity, and more sophisticated compression al-
gorithms, H.264/AVC could double the compression effi-
ciency of video relative to MPEG-2 (i.e., reducing the bit
rates required to deliver high-quality video by about half).
In particular, new intraframe prediction techniques,
variable block sizes, more accurate subpixel motion vector
capabilities, multiple reference picture motion compensa-
tion, sophisticated adaptive entropy coding, and in-loop
image filtering all contributed significant advances and re-
duced the severity of compression artifacts compared to
MPEG-2.26,27 Although the fundamental concepts re-
mained similar to H.261, every element of the design had
been examined and enhanced.

The first version of the AVC standard was com-
pleted in May 2003, and although it was initially con-
sidered a challenge to implement due to its increase
in encoder and decoder complexity, it was adopted
into various services—especially in places where new
services were being deployed or where MPEG-2 had
not yet become entrenched. SMPTE also standardized
a general-purpose video coding standard, as a proposal
from Microsoft became the basis for SMPTE 421M
“VC-1,” which was somewhat less complex to imple-
ment than AVC.

As consumer adoption of HDTV displays increased,
an HD successor to the DVD format was needed. The
Blu-ray Disc was launched in 2006, supporting three
video formats—H.264/AVC, SMPTE 421M VC-1, and
MPEG-2.

Recognizing the advances in both video compression
and transmission technology, the DVB project incorpo-
rated AVC (and VC-1) as it developed second-generation
standards for satellite (DVB-S2), cable (DVB-C2), and
terrestrial (DVB-T2) broadcasting. Brazil’s ISDB-T ter-
restrial broadcast was another early adopter of AVC, and
DirecTV, Dish Network, and other DBS systems soon
upgraded to it as well. AVC is also extensively used for
video streaming over the internet, and the decoder is
ubiquitously supported in modern smart phones, PCs,
tablets, and smart TVs. The compression improvement of
AVC over the prior designs has proved so compelling that
today the vast majority of video used in the world is coded
using AVC, and since most of the data on today’s world-
wide networks is video, the majority of data traffic in the
world is now AVC video.

Since the development of its first version, the AVC
standard has been extended with extra features, such as
support for higher quality chroma formats (e.g., 4:2:2
and 4:4:4) and higher bit depths, multiview coding and
3-D coding with depth maps, multilayer scalable video,
and multiresolution frame-compatible stereoscopic video.

Indeed, the most popular variation of AVC that is
used today—known as the “High profile”—was part
of the second version of the standard rather than the
first.28,29

HEVC and Beyond
Asmore time passed, the question again arose as to whether
another breakthrough was feasible, and again, there was ex-
ploration by VCEG that included an experimental software
platform started in 2005 for “Key Technical Areas”
(KTAs), to study for potential benefit, and exploration stud-
ies in MPEG for “High-performance Video Coding.” A
joint call for proposals was issued, and a new Joint Collabo-
rative Team on Video Coding (JCT-VC) of VCEG and
MPEGwas established in early 2010.

The result was the High Efficiency Video Coding
(HEVC) standard in 2013,30–32 which has also been
substantially extended in several ways since its first ver-
sion. As did AVC before it, the HEVC standard has
again approximately doubled the compression efficiency
capability of the syntax; so it represents a clearly com-
pelling advantage over its AVC predecessor and a truly
phenomenal advantage of around 75% bit rate reduction
relative to MPEG-2 (for the same video quality).33,34

Key features of HEVC include larger and more highly
variable region segmentations for prediction and trans-
form processing, more sophisticated prediction of motion
vector values, more sophisticated filters for motion com-
pensation prediction, merging of motion regions, more
choices of intraframe prediction modes, additional trans-
forms, transform skipping, further improvement of en-
tropy coding, and an additional filtering stage known as
sample-adaptive-offset filtering. It also has other impor-
tant new features, such as parallelism of encoding by
segmenting pictures into “tiles” and parallel processing
by “wavefront” decoding of multiple rows of blocks at
the same time. While encoding for HEVC is a challenge,
HEVC decoding is not so dramatically more complex
than for AVC—perhaps roughly 50% more complex for
decoding, and perhaps less on parallel-processing ar-
chitectures.35

HEVC has emerged at around the same time as other
advances in video have also become major topics of inter-
est, including trends toward the use of 10 bit/sample pixel
precision, ultra-HD (UHD) picture resolution, and HDR
and WCG video source content. As with AVC, which
emerged around the same time that HDTV were services
becoming widespread, the enhanced content needs may
facilitate the generational transition in coding technology.
HDR/WCG video, such as that enabled by the new
“Perceptual Quantization” (PQ) EOTF nonlinearity
scheme in SMPTE ST 2084 (finally replacing the tradi-
tional “gamma” curve of monochrome TV), can provide
a much greater sense of reality for video services, and
the combination of the HEVC coding format, 10-bit
precision, the PQ transfer function, and new display

August 2016 | SMPTE Motion Imaging Journal 71



technology may prove a compelling package for a much
enhanced user experience (especially when combined
with UHD picture resolution).

HEVC is in the process of being incorporated into the
latest generation of TV delivery systems by the relevant
standards organizations, including DVB, ATSC [ATSC
3.0, A/341 Video Coding], and SCTE [SCTE 1166-1]. It
is also used in the latest UHD and HDR Blu-ray Disc for-
mat, which was announced in 2015 by the Blu-ray Disc
Association.

At the time of this paper, the community is still in
a relatively early phase of the adoption process for
HEVC, and while it is clear that HEVC is a major ad-
vance in technology, there has been
some trepidation over business risks
surrounding the potential cost of li-
censing the patents needed for its de-
ployment. In a related development, a
movement to try to develop royalty-
free video coding formats has gotten
stronger. It is worth noting that patents
expire, and the technology in the stan-
dards prior to AVC is now two to
four decades old. Only time will tell
what will be the result when another
decade or two has passed.

Further extensions of HEVC have
already included various key additional
developments,36 including format range
extensions (known as RExt, for alterna-
tive chroma formats, higher bit depths,
and high-throughput usage), multilayer
scalable video (known as Scalable HEVC
or SHVC), multiview coding, 3-D
coding with depth maps, and—most
recently—screen content coding (SCC).
The SCC extensions provide a major
improvement for video containing a sig-
nificant amount of rendered graphics,
text, or animation rather than (or in ad-
dition to) camera-captured video scenes
and are especially beneficial for applica-
tions such as wireless displays, news, and other TV con-
tent with text and graphics overlays, remote computer
desktop access, and real-time screen sharing for video
chat and videoconferencing.37

Looking further out to the horizon—beyond the capa-
bilities of HEVC and its extensions—exploration work
has again begun toward the next generational change.
A new Joint Video Exploration Team (JVET) of
VCEG and MPEG has already demonstrated an im-
provement of around 20% in compression efficiency
over HEVC for typical camera content using software
known as the Joint Exploration Model (JEM). A joint
call for proposals toward developing the next generation
of video coding standard seems likely to be issued

around mid-to-late 2017, with a target of developing a
new standard by around the end of the decade.

Conclusion and Future Predictions

Retrospective
It is remarkable that many of the video compression
techniques developed for analog TV, such as “gamma
curve” nonlinear signals and reduced-bandwidth color
components, continue to be foundational elements for
virtually every facet of modern digital video production
and distribution and the most advanced digital video
compression standards. Other analog approaches, such as

vestigial sideband modulation and color
subcarriers, were rapidly obsoleted by
digital TV, although analog signals are
still used in many countries and in leg-
acy baseband analog consumer inter-
faces. In addition, with the CRT now
replaced by flat panel displays, the tra-
deoffs inherent in interlaced scanning
seem rather quaint, and while interlaced
formats remain in use by virtually all
legacy digital TV systems, their use
seems clearly destined to fade away over
the coming decades. The longevity
achieved by all of the analog techniques
is indeed a testimony to the pioneering
inventors of TV and their insightful ap-
plication of human visual perception to
video signal processing that resulted in
the earliest forms of video compression.

The advent of video-speed A/D and
D/A converters and fast digital circuitry
brought video into the digital realm.
Subsequent advances in large, fast mem-
ory, and powerful digital signal process-
ing computation enabled the use of
motion prediction and spatial trans-
forms, which are the basis for all modern
digital video compression techniques,
starting with the H.261 standard. The

additional advances made in MPEG-1 paved the way for
pioneering digital TV efforts, and MPEG-2 catalyzed a
complete transformation in TV broadcasting and con-
sumer electronics, while JPEG 2000 ushered in the era of
digital cinema. Continued advances in computing power
and the algorithmic advances embodied in H.264/AVC
have made it become ubiquitous and dominant in most
applications. HEVC, the newest standard, will be an es-
sential ingredient in the delivery of UHD and HDR/
WCG video formats to consumers, and research efforts
are now looking out to the horizon to think about the next
standard beyond HEVC.

For the foreseeable future, it seems certain that video
compression, using the principles of information theory

For the
foreseeable future,
it seems certain
that video
compression, using
the principles of
information theory
and techniques
of digital signal
processing to
cleverly exploit
the statistical
properties of video
signals and the
characteristics
of the HVS, will
continue to be
essential to future
advances in
motion imaging.

72 SMPTE Motion Imaging Journal | August 2016



and techniques of digital signal processing to cleverly ex-
ploit the statistical properties of video signals and the char-
acteristics of the HVS, will continue to be essential to
future advances in motion imaging. The spatial resolution,
color gamut, dynamic range, and temporal rendition of
motion pictures and TV will also continue to advance,
supported by these video compression techniques to en-
able the delivery of ever more realistic viewing experiences
at bit rates that are practical and affordable for a broad
range of applications.

It is far more difficult to predict what the long-term
future of audiovisual entertainment will be. After all, the
pioneers of film did not envision TV, and indeed the addi-
tion of TV to the Society’s name was controversial at one
time. Likewise, the pioneers of analog TV could not have
imagined today’s HD digital world and its extensive use
of sophisticated digital video compression. Today’s pio-
neers are developing fascinating techniques, such as virtual
reality and augmented reality immersive experiences and
light-field digital cameras, and innovative products have
begun to appear, ranging from Google Cardboard and
Samsung Gear VR to the Oculus Rift and Microsoft Ho-
lolens. Will the future be immersive video headgear, or
will we push beyond to develop true object representa-
tions with fully free-viewpoint multiviewer holographic
imaging and display systems that make us like Zeus on
Olympus, looking down at a world below that we can
manipulate at will?

Regardless of what direction the future takes, one thing
is certain—that “video compression” of some form will be
a key enabler, as it has been since the dawn of TV.
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File-Based Workflows
By Brad Gilmer

Abstract
As we celebrate the Society’s 100th birthday, file-based work-
flows are a common part of almost every professional media or-
ganization. In fact, it is hard to imagine how an organization
could stay in business without them. The Society and its mem-
bers have contributed significantly to the enabling technologies
behind file-based workflows.

Keywords
Metadata, Workflows, JT-NM, TFHS,
SMPTE

What Have We Gained?

W
hat have we gained from file-
based workflows? Perhaps the
easiest way to answer this ques-
tion is to look at the state of a typi-

cal broadcaster in the mid-1980s. Each
morning, trucks from several overnight
shipping companies arrived, offloading
large canvas bags containing tens, potentially hundreds of
video tapes. These tapes contained commercials, programs,
and various video and audio elements that would be used
for local production. Throughout the day, news crews came
back from the field, again carrying stacks of tapes from news
vans to edit suites. Video tape machines were everywhere:
from pairs of machines in small rooms used for news story
editing, to a row of machines in every production edit suite,
to tens of machines in the on-air playback tape rooms.More
tape machines sat in central technical areas waiting to make
copies of video tapes.

Why were there a number of machines dedicated to
copying video tapes? Because this was a critical compo-
nent of tape-based workflows. When a tape entered the fa-
cility, typically it was needed in several places. Making
copies was the only way to deal with this requirement.
And of course, we would end up making copies of copies
as part of the workflow, with the attendant loss in quality.
Furthermore, only one person could work on a project at

a time, because you had, perhaps, multiple source tapes
and an edit master, and of course, you were editing one
source into one master at a time. Think about the implica-
tions for workflow in this environment.

Fast-forward to today: In many facilities, deliveries
have been reduced dramatically. If tapes are still delivered,

they are almost always ingested into a
server. Commercials are likely to be de-
livered to the broadcaster as files, and
news crews shoot content, which is
stored directly as files at the camera.
Once the essence is available as a file,
new workflows are enabled-files may be
cloned (an unlimited number of bit-
perfect copies may be made). Files can be
stored on servers, allowing simultaneous
access for viewing, editing, and approval.
Files generated by news crews may be
edited in the field on laptops, and the
completed story can be sent back to the
studio at whatever speed the data links

will support. Files can be annotated with additional meta-
data, which enhances processing and aids in cataloging,
search, and retrieval. Files can be simultaneously con-
verted to a number of online formats for distribution on
the web or through over-the-top (OTT) applications.
Long-form programming stored as files may be accessed
to create promotional material while simultaneously being
accessed by Standards and Practices, Legal, and Marketing
departments. On-air playout facilities can store weeks of
programming available for playout on multiple channels
with different languages. It is hard to imagine any broad-
cast workflow that has not been impacted by file-based
workflows.

Milestones and SMPTE’s Contribution
Critical enabling technologies have had to come together
to get us to where we are today, and SMPTE has stan-
dardized a great many of them. But in addition to these
technologies, perhaps the most significant milestone along
the path to file-based workflows was the creation of the
EBU/SMPTE Task Force: Final Report: Analyses and
Results (2554 KB) “Special Supplement 1998” to EBU

It is hard to
imagine any
broadcast workflow
that has not been
impacted by file-
based workflows.
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Technical Review (link to https://tech.ebu.ch/docs/techre-
view/ebu-smpte-tf-bitstreams.pdf). Its scope was to collect
user requirements in the areas of digital encoding (com-
pression), wrappers and file formats, metadata, interfaces
suitable for program data transfers, and
physical link and transport layers, with
the ultimate goal of driving the areas of
focus for the Society in the transition
from an analog to a digital era. The sig-
nificance of the work of this Task Force
cannot be understated. It affected the
overall composition of the SMPTE tech-
nical committees, it informed the pro-
jects to be undertaken, and it ushered in
the era of digital video and file-based
workflows.

To put it simply, our industry would
not exist today without the innovations
that were foretold by the Task Force.

The “Final Report: Analyses and Results” was pub-
lished jointly by the SMPTE and the EBU in July
1998. Included in the report was a systems model, given
as Figure 2.2, which encapsulated the entire view of this
new digital world. This model remains relevant today
(see Fig. 1).

Thoughts for the Future
I have been asked to contribute my thoughts regarding
the future as it relates to the Society and file-based work-
flows—a dangerous prospect for anyone, but especially
dangerous given the progress of change over the last few
years. That said, a few points stand out.
h Leverage Internet technology: Some people say the greatest
invention of mankind is the Internet. But I believe that
misses the mark. The truly great invention is Internet
technology and all it embodies. Concepts of

virtualization, composability, and atomic functionality
are finding their way into professional media. As they
do, it is incumbent on us and on the Society to make
professional video and audio and its associated data,

first-class citizens in that world. As-
tounding developments are occurring
with regular frequency in the field of
Internet technology, much of it video-
focused. We must create Standards
that enable the media professional to
take advantage of these developments.

h File-based: Live streaming is not the
subject of this article. That said, it is
clear that the line between streaming
and file-based content is becoming in-
creasingly blurred, and it may be that
this distinction vanishes completely in
the near future. Consider, for example,
that adaptive bit rate technology de-

livers a series files to the end viewer’s device, but that
the contents of those files are presented as if they were a
continuous stream. Consider that a flow of video grains
(a key concept contained in the output of a new task
force, the Joint Task Force on Networked Mediai) is not
a continuous flow, but is based on the delivery of units
of data representing a video frame. The difference be-
tween a workflow designed around the delivery of files
and the delivery of grains may be merely the coarseness
with which the essence is divided, and the method used
to persist the content.

iSee http://www.jt-nm.org for additional information, includ-
ing the JT-NM Reference Architecture (RA) v1.0.

FIGURE 1. This model includes a number of important concepts, showing that the separation of different types of essence and metadata
into different planes, the inclusion of an abbreviated ISO seven-layer stack, and the notion that control and monitoring is an
overarching application are all core concepts and convey best practices in system design, even almost 20 years after the Task Force
publication.

Astounding
developments are
occurring with
regular frequency
in the field
of Internet
technology, much
of it video-focused.
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h Power in the browser: For many years, content has been
originated and played back as a prepackaged, complete
program. Modern HTML5 browsers make it possible to
render the viewing experience at the
end-viewer’s device. Where this will
lead in the future is anyone’s guess, but
you can be sure that there are some
young storytellers out there who will
figure out how to make use of this
capability.

h Fundamental frameworks: As we enter
the next era of professional media, and
as the Society continues to contribute
to this transition, it is helpful to refer
to the JT-NM RA v1.0, a document
created by the Joint Taskforce on Net-
worked Media (JT-NM), jointly spon-
sored by the SMPTE, along with the
Video Services Forum (VSF), the
EBU, and the Advanced Media Work-
flow Association (AMWA). The JT-
NM has concluded that there are sev-
eral fundamental frameworks in the
area of professional media networks, namely, Identity;
Timing; Discovery and Registration, and Connection
Management.
Identity is a key concept in Internet technology, and

there are very successful patterns for identity that have
been used in Computer Science for some time. The JT-
NM RA establishes rules and best practices which should
be followed in the area of identity.

Timing in a networked environment is critical, a fact
that has been well known in the computer world for quite
some time. It is tempting to think that the professional
media industry has unique and, perhaps, more stringent
requirements for timing than any other industry, but the
fact is that military, financial, and medical applications
also have critical timing requirements, and that there are
fielded technical solutions and Standards in this area, and
they have been in place for years. The Society is making
an active contribution to the industry’s future by develop-
ing Standards that describe how to leverage existing net-
work timing Standards to create profiles that meet the
requirements of our industry. This effort is achieving solid
results.

Discovery, Registration, and Connection Management ad-
dresses an interesting issue in professional media net-
works. When you connect devices using a video router,
you know what is connected to which input. The router
control system allows you to connect inputs to outputs.
But when you connect cameras, monitors, and other de-
vices to an IP switch, where is the control system which
used to be in the video router which allows you to route a
particular camera to a particular monitor? Discovery, Reg-
istration, and Connection Management resolves this issue
by providing a way for devices to be discovered on a

network, to register their capabilities, and to allow a con-
trol system to connect a sender to a receiver.

Readers are encouraged to download and read the RA
document published by the Joint Task
Force on Networked Media (www.jt-
nm.org/RA-1.0/index.shtml) for addi-
tional detail on fundamental frameworks
and other key concepts for professional
media applications.

Capabilities and the JT-NM
Layered Model
The JT-NM RA v1.0 introduces a high-
level layered model, which is used to il-
lustrate the business context within
which the RA is focused. This model
can be used to convey a key concept re-
garding the use of Internet technology
for professional media. This concept has
to do with the notion of Capabilities.

At a high level, any media business
provides products and services by per-
forming Operations on media using Ap-

plications (see Fig. 2). Consider that these Applications
require specific Capabilities in any given workflow. For
example, it may be that in a given workflow, the capability
to move a file from one place to another is required. A
modern media platform will expose many capabilities,
with the ability to move a file from one place to another
being one of them.

In this simple example, we have exposed some impor-
tant enabling concepts. An atomic unit of capability

FIGURE 2. In this example, our workflow makes use of this small,
atomic capability (file move), along with tens or, more likely,
hundreds of other capabilities, in order to achieve its final
objective. This file move capability has strong identity because it
uses the Identity fundamental framework; thus, our workflow can
locate and consume this capability. This is all very
straightforward. But critically, once this file move capability is no
longer needed in our workflow, this capability can be released
back into the platform, where it can be identified and consumed
in a completely unrelated workflow.

The Society is
making an active
contribution to the
industry’s future by
developing
Standards that
describe how to
leverage existing
network timing
Standards to create
profiles that meet
the requirements
of our industry.
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(meaning a simple, isolated function) is exposed through
a platform where it can be combined with other atomic
capabilities to compose a complex workflow. If the capa-
bility is required, but all of the “file move” capabilities are
engaged in other workflows, virtualization allows new in-
stances of this capability to be created on demand, rather
than having extra capability preexisting in the platform
which goes unused.

This may be a lot to absorb, but think about tape-
based workflows. A broadcaster may have needed to
have hundreds of tape machines deployed in a facility,
although it was a very rare event when all of them were
in use. Or consider the case where a broadcaster might
have had a frame synchronizer hard-wired into a post-
production room, where it was seldom used. It may
have taken extraordinary patching and routing in order
to make that resource available to the news room, which
only occasionally required conversion of an international
feed.

We are on the cusp of having facilities that can be cre-
ated on demand. Capabilities are created, used, and, per-
haps, paid for only when they are required. These
capabilities are created as a result of demands from appli-
cations based on the workflows that are to be performed.
When workflows are complete, the capabilities used in
that workflow are decomposed and are available to other
workflows or discarded.

This ability might seem, to you, to be way off in the fu-
ture, but if you speak with any accomplished web devel-
oper using modern development and deployment
environments, they will tell you that they have operations
that work like this today. The challenge for the Society
and for our industry at large is to make professional media
a first-class citizen and to take the steps necessary to allow
us to leverage Internet technology in our industry.
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Software-Defined Media Infrastructures
By Al Kovalick

Abstract
There are three generations of media infrastructure design pat-
terns; analog, digital and now software-defined. This article
outlines the salient aspects of software-defined networking, com-
puting and storage. The focus is on the application of software-
defined methods to support media workflows
using private and public infrastructures.
Considered are the fine tunings needed to use
commodity hardware to achieve realtime,
high quality, media transport, sync/timing
and audiovisual processing. Also covered are
methods to scale for workflow loading and
reliability.

Keywords
Software-defined, infrastructure, media,
converged systems, cloud, SDDC, web-scale,
hyper-converged, SDMI, virtualization

Introduction

T
echnology is reshaping the world at a dizzying
pace. This is no less true for the media enterprise
whether large or small. Where is its infrastructure
headed? How does the cloud fit in? What are the

drivers of change? What could it look like in 100 years?
Well, how about in five? These questions and others will
be considered in this tutorial article on the fundamentals
of the software-defined media infrastructure (SDMI).

Before defining and detailing the SDMI, let us start by
considering ten business and technology drivers related to
the data center. Table 1 outlines each case.

Item 1 is the most impactful driver in the list. The digi-
tal economy has changed many aspects of business plan
execution. Witness the same day delivery of goods, pop-
up TV channels, and the so-called gig economy.1 All the
entries are following their own trajectory in terms of a
time line to full development. Each has a value proposi-
tion, a list of benefits, and a return on investment (ROI).
Most are loosely connected by item 6, the move to virtua-
lization of resources. This is breaking the dam in terms of
enabling new ways to manage, control, and utilize com-
pute, storage, and networking assets.

Many readers will be familiar with item 2, the move to
Ethernet/IP for media systems.2–4

Items 3, 4, and 9 in the table are beneficial by-products
of number 6, the move to software-defined infrastructures.
Entries 5, 7, and 10 result from the move to Infrastructure-

as-a-Service (IaaS) cloud resources, both
public and private. Cloud-based service
reliability can be as bulletproof as
your budget will permit with all manner
of duplicated resources, services, and
geodiversity.

Finally, item 8 moves application exe-
cution to the cloud or dedicated on-
premise servers. Users can access apps
using browsers on a variety of platforms,
including PC/Mac, thin clients, and
tablets. The access anywhere paradigm is
very compelling and consolidates app
management and deployment. It is pre-
dicted that by 2018, 59% of the total

cloud workloads will be Software-as-a-Service (SaaS)
workloads, up from 41% in 2013 (Cisco Global Cloud
Index 2013-2018). Also available is the Desktop-as-a-
Service (DaaS, remote desktop) model to supplement any
SaaS apps.

The remainder of this paper will focus on item 6 and
other entries related to it. The emphasis will be on the
local/campus media infrastructure, with some thoughts
related to the hybrid cloud case. Also, the term “data
center” in this discussion can apply to local, private, or
public clouds, depending on the context.

What is Software Defined?
Software defined means different things to different people.
Common themes are as follows:
h Providing “resource services” that are independent of
the hardware

h Programmability of behavior
h Dynamic resource control/management

Figure 1 compares the traditional hardware-defined to
the software-defined (S-D) data center. Using application
programming interfaces (APIs), controllers allocate re-
sources to match workloads. If only compute is virtualized
and if networking and storage remain in hardware-based
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silos, the full promise of S-D is not delivered. All resources
must beAPI driven and software defined before S-D reaches
its highest potential. According to David Floyer, cofounder
and chief technology officer of Wikibon, “Software-led in-
frastructure is a game-changer for businesses and organiza-
tions, on the same scale as the internet was in 1995.” Time
will tell if this is hyperbolic speech or an accurate prediction.

Another research firm MarketsandMarkets stated,
“The total SDDC market is expected to grow from
$21.78 billion in 2015 to $77.18 billion in 2020, at an
estimated Compound Annual Growth Rate (CAGR) of
28.8% from 2015 to 2020” (tinyurl.com/SDDC-worth).
Note also that “web-scale” infrastructures (e.g., Amazon,
Microsoft, Google, and Facebook) set the pace for this
paradigm; thus, it is already a respected approach for data
center design.

What are some of the benefits of the SDDC as applied
to the media enterprise? Here are some aspects:
h Dynamically and automatically provision workflows to
meet realtime user requirements

h Increase utilization of storage, compute, and networking
resources; no silos

h Deliver services as needed; apps, encoding, audiovisual
processing, transporting, storing, etc.

h Maintain security and compliance
h Reduce capital and operational expenses
h Scale components to meet workloads
h High availability to meet workflow needs

Most important is the dynamic provisioning feature.
This is a hands-off approach to allocating compute and
storage to meet workflow needs. This feature may include
service cloning to guarantee availability in the event of
a component failure. Of course, not all workflow provi-
sioning can or should be automatic but much can.

Figure 2 shows one view of the evolution of the
data center. Note that each of the “big 3” resources—
computing, networking, and storage (C, N, and S)—are
software defined. Let us call these methods SDC, SDN,
and SDS, respectively. Each has disparate methods to
implement their S-D functionality. The rollout started
with SDC, followed by SDN, and lately SDS. There is
no coordinated effort here but rather industry forces
acting toward the same end.

For compute, this includes virtual machines or hypervi-
sors (e.g., KVM, Hyper-V, ESXi, and XEN). These effec-
tively enable the server hardware to be shared by many
users/services securely and invisibly. Another way to share
compute resources and create independent servers is by
using software-based containers.9 One major advantage of
using containers and hypervisors is the ability to migrate
workflows to other systems (local or remote) while in
operation. Many servers offer CPU cores with a graphics

TABLE 1. Ten trends leading to the next-generation media infrastructure.

FIGURE 1. Hardware vs. software defined.
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processing unit (GPU) for the most demanding video
processing needs.

For networking, SDN includes router and switch con-
trol protocols, such as OpenFlow (opennetworking.org),
or vendor-specific APIs. Also for networks, there are
controllers from OpenDaylight (opendaylight.org),
Floodlight (projectfloodlight.org), and several others.
Note that networks may or not be virtualized and can
still use software-defined techniques (en.wikipedia.org/
wiki/Network_virtualization).

Finally, SDS is a concept for managing policy-based
read/write (R/W) provisioning and management of stor-
age resources independent of the primary hardware. SDS
often uses storage virtualization techniques to separate the
actual storage hardware from a virtual view of it. The
“Server SAN” concept is fundamental to SDS. Each
storage node has direct attached storage (DAS), and these
are networked in a cluster to create a scale-out storage sys-
tem. Examples of this include Ceph (ceph.com) as often
used in OpenStack and ScaleIO (en.wikipedia.org/wiki/
EMC_ScaleIO).

Together, SDC, SDN, and SDS comprise the fullest
realization of the SDDC. Of course, associated manage-
ment tools are required. Notably, if only one or two of
these techniques are used, some benefits are still accrued.
Leveraging S-D is not an all-or-nothing proposition.
Is the SDDC the same as a private cloud? It can be.
However, a private cloud is a service, as compared to a
technical architecture such as the SDDC.

If you are involved in media facility design or opera-
tions, all this may seem a bit distant from your current
system architecture. You may have questions such as —

Is the SDDC actually being used today for media? Will it
perform as well as my current media infrastructure? What
migration strategies should I use to get there? Let us delve
into these questions and more.

Moving Toward the SDMI
The SDDC is the future of the on-premise data center
and, of course, for all private/public clouds. Presentations
delivered at the SMPTE Annual Technical Conference
and related papers in the Motion Imaging Journal point to-
ward this eventuality.5–7 Disney and other broadcasters
are already using a private cloud infrastructure to deploy
traditional linear TV channels.8 Disney has not disclosed
to what extent their cloud is fully S-D, but it could be
fully S-D or a hybrid. Think of the SDMI as a more fo-
cused SDDC for media workflows. What does this mean?

Broadcast, venue events, and post media workflows
require special tunings of the infrastructure when using
“generic IT” (including SDDC). Below are some of the
considerations for media:
h Realtime media transport. The SMPTE Technical
Committee 32NF is currently working on for “single
essence streaming” over IP to replace (or augment)
SDI/AES3 flows.2,3 The existing SMPTE standard
ST2022-6 (multi-essence streaming) currently supports
the SDI payload over IP.

h Deterministic, loss free, low latency, media transport over
Ethernet/IP. SMPTE, other industry bodies, and vendors
are outlining best practices for these requirements.

h Point-to-multipoint video streaming (1 to N) distribu-
tion in a facility or truck.

h Support for video frame-accurate switching. There are
several proven methods available to accomplish this.

h Support of massive data rates for video processing, editing,
and transport for certain uncompressed video formats.

h Ability to support scheduled “channel playout”
functionality.

h Ability to support realtime media processing such as stu-
dio live production and graphics creation and overlay.

h Ability to support Precision Time Protocol (PTP, IEEE
1588v2) for conveying time and sync information.

FIGURE 2. A high-level view of the evolving SDDC.
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Not all media workflows or nodes will need this, but
some will.

h Other media-specific operations.
Therefore, for this discussion, an SDMI is an SDDC

with support for most of the items in the list earlier. How-
ever, if all the supported workflows are file-based only,
then most of the transport, timing, and sync aspects
can be relaxed. On the other hand, if workflows support
live production with many realtime streams, then timing,
sync, and low latency will apply. A hybrid combo is also
possible, with some nodes supporting realtime streams and
others file-based workflow focused. Also, the SDMI does
not need to be a standalone system but may coexist with
any current media infrastructure, IT-based or not. More
on this, as follows.

Figure 3 shows a hypothetical facility migration path
progressing from traditional stand-alone media products
(A) to a world in which all resources and services run on
a “web-scale” infrastructure (E). Each step toward the

right includes more integration, umbrella management,
automation, and scalability. Most private cloud infrastruc-
tures could be based on C, D, or E. Many, if not all, pub-
lic scale clouds fall into domain E. Domain C may be
fully S-D or for only some features. For example, a system
using compute virtualization and S-D storage does not
necessarily require that the supporting network be SDN-
based, but it may.

Today, there are media facilities (e.g., rack, campus,
venue trucks, and boutiques) utilizing each of these
methods. Most are still in the A only or A and B regions.
Netflix is firmly planted in E, while many call-letter TV sta-
tions are only in A. D uses software-defined methods but
in a converged infrastructure. E is the domain of the hyper-
converged infrastructure (see sidebar). E is often called a
“web-scale” architecture. To be clear, web scale can mean
anything from a few to thousands of nodes in a cluster. At
the high end, this is similar in concept to Facebook’s or say
Amazon’s cloud. Thus, a small facility can have a web-scale
infrastructure in principle but at the very low end of the
scale range. The same principles of convergence and API
control apply at any scale.

Media product vendors need to test their software
products under compute virtualization and containers.
Gone are the days when a vendor specifies exactly what
server model to run their software. Many, not all, NAB/
IBC vendors understand the need to be agnostic about
platform and embrace “cloud-native” thinking. Make sure
you ask vendors for tested-in-the-cloud product support.
Importantly, the selections in Fig. 3 are standards inde-
pendent of actual scale. Domain A can be small (one
camera, one monitor) or very large. Likewise, domain E
can start as a few node clusters supporting just one appli-
cation. Scale is a separate dimension that can be applied
to any of the five domains. Domain E offers the best
scale range.

Figure 4 shows the basis of a hyperconverged cluster.
The basic unit of replication is the node with virtualized
compute and DAS. A single node is nothing special.

FIGURE 3. The path to a web-scale infrastructure.

Converged and Hyperconverged: How are
they different?—A converged infrastructure
combines computing hardware, SAN block
storage, and networking together under one
integrated management system, or “one pane
of glass,” while keeping the device’s identities
separate. Hyper-convergence goes a step
further and combines the storage and compute
“as one node” and no traditional SAN is
necessary. When nodes are clustered together,
this is called a hyper-converged infrastructure.
Both methods are superior to traditional
silo-based data center designs.
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However, when the device is configured in a networked
connected cluster of nodes, with distributed storage soft-
ware, then the whole is greater than the sum of its parts.
It is a collaborative pool of resources.

This is a key point; this concept enables any node to
act as storage alone, compute alone, or both, depending
on the needs of the installed applications. Therefore, a
node can be capacity focused, performance focused (flash
memory option), or a policy-based mix. A given file or
data object is stored (redundant copies too) across all
nodes and can be accessed by any node. This divide-and-
conquer approach provides high reliability in the event of
a nodal failure and a remarkable data rate throughput—
ideal for media workflows.

The number of clustered nodes (16 shown in the
figure) of compute/storage should match the aggregate
workloads’ requirements plus some headroom. There
are many moving parts with, for example, K different
installed media workloads, each with N processes, and
each requiring compute and storage resources. Thus,
some effort is required to master selecting the number
of nodes to support the workloads. Start small, learn,
and grow. This method is a very flexible way to build
an infrastructure to meet the needs of all workflows.
Need more resources? Add more nodes to a working
system.

Nodes can be based on the OpenStack software
solution (open source) supporting hyperconvergence.
OpenStack optionally integrates with Ceph or ScaleIO
SDS techniques outlined earlier. See also examples
from Nutanix (nutanix.com) and SimpliVity (simplivity.
com) to learn more about hyper-converged nodes
and clustering.

Hybrid SDMI and Legacy in Harmony
The discussion on SDMI is a forward-looking view.
There is a distance to travel from today’s legacy media
infrastructures to a full SDMI. There are vast differ-
ences in workflow needs among media enterprises,
venue production trucks, and boutique systems that will
affect where, why, and when SDMI makes sense. The
main point is that the SDDC and SDMI are part of
our collective future. SDMI is a work in progress. It is

being used today for file-based workflows and, in a few
cases, for streaming-based workflows. It is worth noting
that public cloud vendors are offering S-D today, but
with only meager support for realtime streaming, timing,
sync, and other aspects that may be important for work-
flows. That said, there are ways to coerce a non-media-
friendly infrastructure to implement streaming workflows
but with tradeoffs in increased processing latency and
frame buffering.

Here are some configurations using the SDMI/SDDC:
h Standalone SDMI, small or large file-based workflows
h Software defined as offered by public and private cloud
providers

h Combination of SDMI with legacy media system and/or
public or private clouds

h Full SDMI media enterprise; files/live. This is not
mature in 2016.
Figure 5 is an example of a hybrid system with a

mix of SDMI and a legacy media system. Both are
situated locally but could be geographically distributed.
The SDMI portion could be considered as a private
cloud, depending on its usage model. The sizing of
the respective domains depends on need. For example,
the legacy portion could be 95% of the system and the
SDMI at 5%, or size reversed. One of the hallmarks of
hybrid systems is the bridging between legacy SDI/AES3
(including compressed) streams and Ethernet/IP streams.
These bridges will exist for many years to come. Some
realtime video workflows (compressed and uncompressed;
UHD, 4K, 8K rasters) with compute heavy operations
may require more performance than a commodity
compute platform can provide. Nonetheless SDMI will
take the share that makes economic, platform and work-
flow sense.

Another property of modern IT systems is the reliance
on the services model. First, the entire S-D concept is
based on powerful APIs to provision and control the
pieces of an SDDC. Second, media software vendors of-
ten provide APIs to manage provision and control
their products. One example of an API collection
designed for media workflows is the Framework for In-
teroperable Media Services (FIMSTV) sponsored by the
Advanced Media Workflow Association (amwa.tv) and

FIGURE 4. Migrating to a hyperconverged, web-scale architecture.
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the European Broadcasting Union (EBU). FIMS is
based on service-oriented architecture (SOA) principles.
A related concept is microservices, a software architec-
ture style in which complex functions are composed of
small services. Some software architects call this style
“fine-grained SOA.” For a comparison with SOA, see
tinyurl.com/SOAMS2.

An important new area to watch is the “cloud software
store.” One interesting example is the Amazon Market-
place. This is like a mobile app store but for cloud code,
products and SaaS apps. Amazon Machine Images
(AMIs) are available for rent by the hour and optimized
for the cloud. Users can test drive products before making
long term commitments and then only pay for what they
need. AMIs are available by industry, software vendor,
and specific regions. Some forward thinking media
vendors currently offer products in the Marketplace and
expect many more do so.

Final Words
The software-defined infrastructure is drawing a meta-
phorical line in the sand. Its principles are forging a path
toward web-scale infrastructure for media designs both
large and small. By 2017, web-scale IT will be an architec-
tural approach operating in 50% of global enterprises, up
from less than 10% in 2013, according to Gartner, Inc.10

The SDMI will mature over time and gain more design
wins. It will coexist with traditional media systems for
many years. What to do now? Set your sails in the direc-
tion of software-defined systems, toward a future in which
business requirements leverage a media infrastructure with
agility and scale.
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Displays: From Fantasy to Reality in a Century
By Peter H. Putman

Abstract
Although the Society’s formal involvement with television
didn’t begin until 1950, it has kept pace with all of the ad-
vancements in display technology since then; from the earliest
days of color television to the SMPTE-170M standards for
CRT monitors in the 1980s, the advent of digital television
and flat screen displays in the 1990s, and the 21st-century gen-
eration of Ultra HDTV displays with high dynamic range and
wide color gamut capabilities.

Keywords
Cathode-ray tube (CRT), Digital Light Processing (DLP),
Liquid-crystal display (LCD), Organic light-emitting diode
(OLED), Ultra high definition television (UHDTV)

Introduction

W
e live in an age of go-anywhere,
do-anything mobile electronics, a
world with display screens built
into everything from phones and

tablets to major appliances, a time when
televisions (TVs) have become ubiquitous
commodities. However, it is useful to re-
member that the “T” in SMPTE was not
always there.

The focus of the Society of Motion
Picture Engineers (SMPE) at its inception
in 1916 was exclusively and rightly fo-
cused on the art and science of projected
film, and it continued that way for 34 years. “Going to
the movies” was the only way to view large-screen enter-
tainment for millions of Americans, an experience that
was enhanced with the introduction of synchronized
sound in the late 1920s and color in the 1930s.

In 1916, the concept of TV was still very abstract and
futuristic, and regular radio broadcasts were still a few
years in the future. However, only one decade later, the re-
search and development of low-resolution monochromatic
TV displays by Philo Farnsworth, Vladimir Zworkyin, and
John Logie Baird elevated the concept of electronic moving
pictures, synchronized to sound, from fantasy to reality.

By the mid-1930s, manufacturers were already showing
TV receivers for home use. Many used mirrors with verti-
cally mounted cathode ray tubes (CRTs), and there were
several demonstrations of projection TV, using CRTs to
light up screens that measured as large as 3 ft. in width.

Still, for the vast majority of people, TV remained an
expensive curiosity. Some research and testing was done
on the delivery of color TV images, but further develop-
ment and acceptance was delayed by World War II. For
the average person, color was something you saw only in
movie theaters.

The Landscape Changes
Consumer acceptance of TV grew rapidly after the war,
and in 1950, the Society recognized it needed greater in-

volvement in the science of capturing
and displaying TV images. Hence, it
changed its name to the Society of Mo-
tion Picture and Television Engineers
and embraced this new communica-
tions medium—and the timing could
not have been better: Nearly six million
TV receivers were already in U.S.
homes at that point, and studios wor-
ried that “TV” would eventually kill off
movie theaters.

The advancements began rolling out.
A practical technique for transmitting
and viewing color TV images had

already been developed by CBS Laboratories in 1940
using a synchronized color wheel at the receiver, and al-
though it eventually lost out to the color subcarrier pro-
cess developed by the Radio Corporation of America
(RCA), we still use color wheels today in small projectors
equipped with digital micromirror devices developed by
Texas Instruments (Figs. 1–2).

In 1953, the National Television System Committee
(NTSC) adopted a standard for color TV broadcasts and
reception, using the RCA color subcarrier system that
would be backward-compatible with the existing NTSC
black-and-white broadcast TV format already in use. A
gamut of colors was defined for TV receivers that, until
recently, was the largest ever specified for electronic
displays.

In 1916, the
concept of TV was
still very abstract
and futuristic, and
regular radio
broadcasts were
still a few years in
the future.
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Unfortunately, the ability of color CRTs to reproduce
all of those colors and maintain a sufficient level of

brightness fell short. The first RCA color TV sets could
reproduce the NTSC gamut—modeled after the colors in
movie prints—but only at low brightness levels.

To achieve higher brightness, TV manufacturers used
phosphors that did not produce colors quite as saturated.
Combined with the fussiness of hue controls on consumer
TVs and video monitors, the resulting colors were more
often than not inaccurate—but that did not matter to the
vast majority of TV viewers at home, who still viewed TV
on monochrome displays. (Only 3% of all homes had a
color TV by the end of 1964.)

Over time, the CRTs in home TVs grew in size. Some
early TV sets had small screen sizes, although you could
buy 21 in. console models from the likes of GE, Bendix,
Philco, and RCA for as low as $180; about $1500 in to-
day’s dollars (Figs. 3 and 4). (And they even came with a
separate phono jack for your record player!)

And Away We Go (In Color!)
That all began to change in 1965, with the NBCTV network
announcing a full slate of color programs. They were followed
quickly by rival networks ABC and CBS, with the last black-
and-white daytime TV program airing in 1967. The abun-
dance of color programming led to increased demand for
color TVs, andmarket penetration finally hit 50% in 1972—
two years after the first practical liquid crystal displays
(LCDs) appeared in calculators made by Casio and Sharp.

FIGURE 1. This July 1945 edition of Radio News
described a color TV scanning system using a spinning,
synchronized color wheel.

FIGURE 2. A description of the scanning color wheel technique proposed by CBS in 1945.
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Color TV sales continued to climb in the 1970s as
black-and-white set production was phased out. Picture
tubes grew in size and color reproduction improved,
thanks to more stable solid-state circuitry and improved
filtering. Moreover, the first projection TVs for home and
commercial use started to appear, characterized by high-
gain screens and narrow viewing angles.

In the late 1960s, Conrac Corp. and RCA tried to get
a handle on accurate color reproduction in professional
CRT monitors by defining a set of color coordinates for
red, green, and blue phosphors that resulted in a much
smaller color gamut than the 1953 NTSC standard.

However, this color gamut was much easier to repro-
duce consistently across a broad range of monitors, and

the Conrac/RCA coordinates for red, green, blue, and ref-
erence white were incorporated into the SMPTE 170M
standard in 1987. We have come to know them over the
years as SMPTE “C” phosphors.

Now, It Gets Interesting
New contenders for next-generation displays were emerg-
ing. While CRT displays continued to dominate the world
of direct-view and projection monitors into the 1990s, the
final act for CRTs was already being written with the mat-
uration of plasma displays, the emergence of liquid crystal
imaging for large panels and for portable video projectors,
and the development of digital TV.

FIGURE 3. This advertisement for an RCA 17-inch black-and-white television ran in a 1953 issue of
Life magazine. ($179.95 would be $1,624.98 in 2016 dollars.)

FIGURE 4. This advertisement for an RCA 21-inch black-and-white television ran in a 1953 issue of
Life magazine. 21 inches was a very large screen size at the time, and the $229.95 price works out
to $2,076 in today’s dollars.
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In 1964, two professors at the University of Illinois—
while having dinner—came up with the idea of sealing a
noble gas mixture between two microscope plates and dis-
charging a high voltage through the mixture. The result
was the world’s first single-pixel plasma display.

Within a few years, that science experiment had evolved
into a room full of equipment to create a 150-pixel color
plasma display. By the 1980s, the first practical mono-
chrome plasma displays for computers had come to the
market, although they were very costly and required a lot
of power to operate.

In 1993, Fujitsu and Hitachi introduced big-screen
plasma displays with high-resolution pixel counts and a

wider aspect ratio than the usual 4:3 format used for TVs
and computer monitors. The latter products had moved
from simple dot-matrix displays to full-color imaging with
the development of the Video Graphics Array (VGA) and
eXtended Graphics Array (XGA) standards in the 1980s.
Moreover, for the first time, our attention began shifting
from “lines of resolution” to “pixel counts” when we
talked about imaging resolution in displays.

Another new imaging technology—the LCD—was
getting ready to grab the spotlight. Companies such as
Sharp, Samsung, and LG were hard at work to boost
manufacturing yields and bring LCD TVs to the
masses. Ironically, the basic principle of liquid crystal

FIGURE 5. We’ve come a long way since the first color television sets! Top: LG’s 65-inch curved OLED Ultra HDTV. Bottom:
Samsung’s 170-inch HDR Ultra HDTV.
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light-shuttering—birefringence—had already been ob-
served in nature in the 1880s!

The convergence of four technology trends in the
1990s—digital video, fixed-pixel displays, high-definition
video, and wider aspect ratios—created unprecedented
disruption not only to the way we capture and view TV
images but, ultimately, to cinema projection as well.

The start of digital TV broadcasts in 1997 prompted
some manufacturers to introduce even larger and wider
CRT monitors and TVs, with RCA’s 38 in. and
Mitsubishi’s 40 in. offerings standing out. Even so, CRTs
were reaching the practical limits of their image resolving
capacity, ceding ground each year to plasma monitors.

Along the way, digital video production had come into
play, accompanied by a new color gamut (ITU Recom-
mendation BT.601) for digital composite video, a gamut
that closely followed that of the older SMPTE-C coordi-
nates. The launch of digital broadcasting resulted in
yet another gamut—ITU Recommendation BT.709—as
video followed the lead of computer graphics cards and
moved away from a composite signal with subcarrier to
a component signal with discrete luminance and color
difference channels.

At this point, the nexus of TVmanufacturing—which had
shifted from the U.S. to Japan in the 1980s—was on the
move again; this time, it was from Japan to Korea. And the
shift away from labor-intensive CRT display manufacturing
to large-scale “fabbing” of plasma display panels, and later of
LCDpanels, rewrote the book onTV sales.

Prices began to fall rapidly as pixel counts and screen
sizes increased. By the turn of the 21st century, a 50 in.
“reference” quality plasma cost as much as $20,000. Five
years later, that same product had dropped to $5,000.
The widespread adoption of high-definition (HD) formats
for broadcasts and cable TV by 2005 further stimulated
sales of HDTVs.

Tempus fugit! By 2005, LCD TVs and monitors had
started undercutting both plasma TV pricing and market
share. Unlike plasma, LCD panels could be economically
manufactured in just about any size with high resolution.
They also had the advantage of presenting substantially
brighter (although not necessarily color-accurate) images
with lower power consumption.

The proliferation of lower-cost flat-screen, fixed-pixel
displays led to their adoption for use in editing, color
grading, and other reference monitor functions. And this
trend led to SMPTE’s involvement in studying and mak-
ing recommendations for this new crop of monitors to be
used in critical viewing applications.

Stepping on the Gas
Although advances in display technology from 1990 to
2010 dwarf what happened in the 94 years since SMPE
was born, they take a back seat to what has transpired
since 2010. At that point, plasma display technology was

on its way to extinction, and LCD imaging had clearly
won the technology war. Two major Japanese manufac-
turers had dropped out of the TV business completely,
with three more to follow.

We also heard the first rumblings about ultra-
high-definition (UHD) imaging and displays with pixel
resolutions of 3840 � 2160 and 4096 � 2160. Sure en-
ough, they materialized in 2012 as behemoth 84 in. LCD
monitors costing $20,000 and more. However, economies
of scale and a new shift of TV manufacturing away from
Korea and Japan to China have resulted just four years
later in Ultra HDTVs as large as 98 in. and as small
as 42 in.

As this is being written, it is possible to buy a 55 in.
Ultra HDTV with “smart” internet connectivity for as low
as $500. Manufacturers are cutting back on inventories of
Full HD (1920 � 1080) TVs in favor of Ultra HD
models. Add in two exciting developments—high dynamic
range and wide color gamut—and you have a new TV
system that is as far removed from our 1970s NTSC color
TV system as Pluto is from the sun!

And it will not stop there. There are now 5K (5120 �
2880) computer monitors for sale, and eight different
manufacturers showed 8K (7680 � 4320) TVs at the 2016
International Consumer Electronics Show—some as large
as 120 in. Lower fabrication costs have even resulted in
super-wide, panoramic LCD monitors for computers and
curved screens for immersive TV viewing (Fig. 5).

As usual, SMPTE will be in the thick of things, having
already convened study groups to make recommendations
and set standards for the formatting and delivery of high
dynamic range content, along with specifications for faster
signal transports to carry UHD (and beyond) video to
next-generation displays—whatever their size, shape, and
pixel counts turn out to be.
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Temporal Engineering: Archiving
and Preservation
By James Snyder

T
he heart of archiving and preservation assures
that humanity’s cultural record will survive be-
yond the current generations. As engineers and
technicians, we deal with technical and economic

challenges every day. This challenge is different: It is en-
gineering to survive time itself. Our additional task is
now temporal engineering, and in addi-
tion to our other tasks, we must learn
to be temporal engineers. SMPTE is
there, as it has been for 100 years. We
and 100 years of our predecessors have
much to be proud of, but we must tem-
per ourselves in the knowledge that there
is still much to do.

Preserving our cultural heritage con-
sists of two basic principles: do no harm
and preserve as much as possible. At
times, the principles contradict because they both require
resources in a world without infinite resources. Part of our
challenge is making the tool kits and skill sets as wide-
spread, easy to learn, easy to use, and consistent worldwide
as practical. The tool kits are defined by well-documented
international standards: As long as the written record of
how a recording was made exists, that recording has a
chance at replay and survival.

At the Library of Congress, one of the first principles
we learn is the lesson of the Library of Alexandria in an-
cient Egypt. It held the collected knowledge of the ancient
world that surrounded the Mediterranean Sea and beyond.
Created by Ptolemy I of Egypt in the 3rd century BCE, it
lasted until it was burned down during the Roman con-
quest of Egypt in 30 AD. Many ancient writers reference
the Library, giving us tantalizing clues as to the knowledge
and cultural artifacts it held. The object lesson for those
who preserve is that we must always assume that a collec-
tion is in danger and create ways of ensuring its survival.

We have a modern analog to that today: There are
many works that are reflections of our times, both positive

and negative. To know our society today is to see its re-
cords in as complete a form as possible. To accomplish
that goal, we must plan for the physical degradation of
time, as well as fire, sabotage, neglect, and even societal
upheaval. Those creating audiovisual works today may not
realize that what they are doing is important or will last,

but neither did early film makers, radio
and audio recording artists, or early tele-
vision artists. How many of us today
have said, at least once in our lives, “I
wish I could watch/listen to <fill in the
name of a missing work here>.” The
people who created that work probably
did not think it important in most cases,
or they only realized years later, possibly
after it was too late. Assuming our work
is not important is to miss the point of

history: It is up to future generations to decide and not
us. Let us not self-edit for them.

“Do no harm” means that we preserve the original
work in its original form, or the digital equivalent, when-
ever possible. In the analog era, SMPTE set standards for
motion picture film visual and aural records that preserved
as much of the original information as was practical. As
sound and visual recording on film improved, projection
standards from SMPTE set the standard for viewing.
SMPTE analog television standards created the highest
quality analog video recording that could be achieved with
its Type-C videotape format and SMPTE C definitions
for cathode ray tube phosphors.

In the digital era, “do no harm” means using recording
methods that do not throw away any of the original infor-
mation. From the beginning in the 1970s, SMPTE has
led the way to achieving the goal by setting digital stan-
dards that can capture everything that recordings from the
analog era captured. The SMPTE 259M serial digital
interface and the D1, D2, D3, D5, D6, and D7 digital
videotape recording standards helped set the stage for
the high definition (HD) and, now, the 4K/8K era and
beyond. With its digital cinema work on high dynamic
range and wide color gamut, SMPTE is at the forefront
in creating new standards that expand recording beyond
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what the human eye can see and the human ear can
hear. SMPTE has led the way to file-based content cre-
ation through the suite of Material eXchange Format
(MXF) standards that are still evolving today.

The most important piece of this preservation puzzle is
metadata. Metadata are data about the essence. They are
the digital equivalent of the label on and paper lists inside
a tape case or film canister. Many think of them as simple
technical or descriptive data that enable production and
distribution systems to do their work, but they are so
much more. They are the descriptions that tell us what a
production is about, who worked on it, what the intellec-
tual property rights are, whose works were used within it,
and everything that makes a work search-
able and usable once the folks who pro-
duced it have released their work into the
world. Metadata standards are still a
work in progress and involve SMPTE
and many other groups in distribution,
consumption, and, finally, long-term ar-
chiving for future generations to see long
after our generation has departed this
earth. We are in a marathon race in
which the goal is survival over time, and
we have to hand over the best, well-
documented baton to our successors, the
next set of runners. That is temporal
engineering.

“Preserve as much as possible” means
we must save as much of the cultural re-
cord as our resources permit. It is the
greater of the two challenges since, at this
point in time, economics require lossy
compression at many points in capture,
production, distribution, and consumption.

SMPTE is there as well, leading the way with the
Archive eXchange Format (AXF) standard for how data
sets are organized, stored, and transmitted. In cooperation
with other industry groups, SMPTE’s efforts at metadata
creation, storage, and carriage through production and dis-
tribution chains are doing the work that must be done to
describe, search, and use the works of today in the future.

In motion pictures, in which 130 years of motion
picture film has been substantially replaced by elec-
tronic capture, editing, and distribution, SMPTE is
leading the effort to create the film reel of the future:
The Interoperable Master Format MXF standards, Dig-
ital Cinema Packages, and Academy Color Encoding Sys-
tem implementations will be the “film reels sitting on
shelves” of this generation, but there is still much to do:
we must preserve the actual film still on shelves as long as
it can physically last. However, as it too starts to decay be-
yond usability, we must make sure the storage technologies
of the future will be there to carry on those images and
sounds. That is temporal engineering: creating the data
standards to write to future storage systems and making

sure the media they are written on last for as long as possi-
ble at the most affordable price.

In the end, many times what survives into the future
are only those works that can be paid for. The works that
people or organizations cannot afford to pay to preserve
are self-edited out of history. The loss of most of our si-
lent films worldwide is a testament to that reality: the
2013 Library of Congress report, “The Survival of Ameri-
can Silent Feature Films: 1912–1929,” documented that
70% of silent films no longer exist. Lost to history, never
to be seen again. Another “Library of Alexandria fire.”

We are at a major turning point in the creation of
mankind’s cultural records. Physical recording has shown

its limitations. Although progress has
been made in defeating that ultimate
destroyer—time, we must accept that
no one solution lasts forever. It is our
job to make the copies we create today
last as long as we can and that the in-
formation our successors need to make
the next copy is there when they need
it. That is also temporal engineering.

Temporal engineering is also purely
and simply a materials sciences chal-
lenge. It is creating systems that store
our audiovisual records for long periods
of time at an affordable price. It means
thinking outside the five- to ten-year
window we have all learned in our ca-
reers. It means accepting that data sets
are the focus, not just the storage sys-
tems that hold them. It means design-
ing data storage in which the data
themselves are designed to survive re-

gardless of the storage systems they sit on over time.
The Society of Motion Picture Engineers (SMPE) was

created 100 years ago to allow the interchange of film ma-
terials and then, later, to standardize how sound, projection,
and the production processes worked. When electronic
imaging came along in the 1940s, we added “Television” to
our name. Data are now our warp and woof. Making sure
they live longer than us is now ourmission.

1912 saw a key change in the history of intellectual
property: the Townsend Amendment to the U.S. Copy-
right Act. Until 1912, motion pictures could not be copy-
righted because only works printed on paper could be
registered for copyright. Prior to 1912, some enterprising
people at Edison and other studios began printing their
movies on to 35 mm strips of photographic paper to regis-
ter them for copyright. This is the Paper Print Collection
of the Library of Congress, which contains 3300 works,
many of which no longer exist in their original motion pic-
ture film form. The 1912 Townsend Amendment meant
motion pictures now had copyright protection, allowing
companies to make their investments in production pay
off much more easily.

In the end, many
times what
survives into the
future are only
those works that
can be paid for.
The works that
people or
organizations
cannot afford to
pay to preserve are
self-edited out of
history.
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By 1916, the motion picture was embroiled in a stran-
gling intellectual property–based engineering and legal
battle. The Motion Picture Patents Company (MPPC), a
successor to the Edison patents licensing system, held a
stranglehold on the patents that created motion pictures.
The patents on equipment, sprocket holes, and film
stocks were almost entirely held by an organization that
is meant to prevent anyone from creating or showing
motion pictures without paying ongoing fees to the
MPPC. As one might imagine, it stifled the spread of
motion pictures as an entertainment medium. SMPE
was founded to create well-documented international
standards that everyone could use with-
out paying an ongoing license fee. It rev-
olutionized the industry.

A key aspect to the long-term survival
of any creative work is how it is instanti-
ated: What physical form does it take?
The best way to ensure long-term surviv-
ability of any work is to create it, or at
least save it, in a form that is well-docu-
mented and uses technologies that are
well-documented throughout the world.
That is exactly where SMPTE now plays
a key role. We, the members and partici-
pants of SMPTE, now wear the mantle
Charles Francis Jenkins and the founders
of SMPTE created for us 100 years ago.
It is up to us to wear that mantle well, make it better,
and set the stage for handing our baton over to the next
generation. Let us do our best at this interesting
endeavor.
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From One to Many: A Short History
of 20th Century Multichannel Cinema Sound
By Tom Scott

Abstract
This paper traces many of the steps in the development of multi-
channel cinema sound from the single channel mono optical cin-
ema sound of the 1930’s to the dawn of the Digital Cinema of
the 21st century.
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CDS, Cinema Digital Sound, CinemaScope, Cinema sound,
Cinerama,DC-28,Dolby Stereo,DolbyDigital, DTS, Fantasia,
Fantasound, IMAX, Quintaphonic, Sony SDDS, SVA,
Todd-AO, 70mmmagnetic, 5.1, 7.1

Introduction

T
he current state of cinema sound
is the product of a series of evo-
lutionary changes in the latter
half of the 20th century that

brought us from monaural cinema sound
to a proliferation of multichannel delivery
systems at the dawn of the 21st century.
This is a short history ending at the revo-
lutionary change from heavy cans of cellu-
loid to digital file delivery to the cinema.

Optical reproduction, as codified by
the Academy of Motion Pictures in 1938,
allowed widespread distribution of films with adequate in-
teroperable sound tracks across the U.S. and around the
world. Electrical reproduction of 78 rpm music recordings
for the home gave audiences a glimmer of fidelity, and the
desire for higher fidelity in cinema sound had to
be satisfied.

Disney Throws Down the Surround Sound
Gauntlet
For his movie Fantasia, Walt Disney wanted the sym-
phonic score to rival the sounds heard in live orchestral
concerts and surpass that stationary sound by moving
sound sources around the theater. You can picture Walt
imagining Paul Dukas’ The Sorcerer’s Apprentice marching

those throngs of bewitched brooms over and around
the enthralled audiences. The sound system Disney
engineers created arguably demonstrated the very first
cinema surround sound. There has been much written
about this monumental engineering feat of recording
breakthroughs—the invention of the pan pot not the
least of them—but the theater playback system was truly
gargantuan for the time. Three sound channels played
from a separate sprocketed optical sound track, provid-
ing amazing true stereo from behind the screen. Then,
for certain scenes, the left and right channels were
steered by gain control amplifiers triggered by tones on

a fourth track, into speakers on each
side, the back corners, and the ceiling
over and around the auditorium.

For the 1941 release, the full system,
branded Fantasound and built by RCA, was
installed in only two theaters: New York’s
Broadway Theater and Los Angeles’
Carthay Circle Theater. Reputedly cost-
ing $85,000 each in 1940 dollars, those
installations would be well over a mil-
lion dollars apiece in today’s currency!
RCA built eight smaller “roadshow”
systems with manually selected audi-

ence speakers at about half the cost but that still demon-
strated ground-breaking, high-fidelity, three-channel
stereo. Considering that this was during World War II,
the achievement was particularly stunning, and the en-
tertainment value during the war years must have been
great for morale.

Bigger Picture, Bigger Sound, Big Price Tag
Fred Waller’s Cinerama system debuted in the same
New York Broadway Theater in September 1952, with a
triple-wide picture played from three synchronized 35 mm
projectors onto a giant curved screen made of perforated
strips. A separate sprocketed 35 mmmagnetic player deliv-
ered seven channels of sound to five screen channels and
audience surround sound. This Is Cinerama succeeded as
a novelty, and several dozen films were made to screen
in true Cinerama and later in anamorphic 70 mm

This is a short
history ending at
the revolutionary
change from heavy
cans of celluloid to
digital file delivery
to the cinema.
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Cinerama branded venues. However, the expense of
the equipment for making and projecting the films pre-
cluded the system from becoming widely circulated.
Still, the much-publicized big-sound big-picture experi-
ence ignited a desire for much more of the same.

Bigger Picture, Bigger Sound, Lower
Price Tag
In 1953 Twentieth Century Fox was able to feed exhibitors’
desire for a lower priced big-screen and big-sound
experience with their development of CinemaScope. Ana-
morphic 35 mm filmed prints, striped or “painted” with
magnetic material, gave audiences widescreen and discrete
four-track sound: three screen speakers and a mono sur-
round track. The Robe was the first release to employ
CinemaScope in 1953, a spectacular blockbuster debut, but
the format was not without problems. The magnetic heads
wore out quickly, the magnetic oxide striping sometimes did
not stick, and the process of “sounding” (recording every
print at play speed) posed substantial expense. Every print
was essentially handmade. Furthermore, devotingmost of the

film width to picture and accommodating the magnetic track
with slightly smaller sprocket holes left no room for an optical
track. This meant that prints could not be moved to second-
run mono-optical-only houses, and eventually Fox would re-
duce the picture size to accommodate an optical track.

Todd-AO: Even Bigger Picture, More Sound
Mike Todd and American Optical raised the ante in 1955
with Todd-AO. It employed 70mm prints, whose large
image area and 1:2.2 aspect ratio gave a very high resolu-
tion, and a very widescreen picture. Across such a wide-
screen, three speakers produced uneven coverage; thus,
the 70 mm stock was striped with six channels: five screen
speakers and one auditorium surround channel. Played at
30 frames/sec, the first production, Oklahoma! set new im-
age and sound quality levels. The enormous success of
that film led Twentieth Century Fox to buy the rights to
the system.

The 70 mm film with six discrete magnetic tracks be-
came the peak cinema delivery system for the next three
decades. It was truly the Cadillac format of the time,

Cinerama diagram showing “how it is done”: three cameras, three projectors, and separate sound.
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despite the elevated costs of the film stock and the ex-
pense of striping and recording the magnetic tracks. Dis-
tributors of major releases would often make a number of
“70’s” for the big cities and fill in with less expensive
mono optical 35 mm wide releases.

Biggest Picture?
In 1971, the first IMAX permanent installation in
San Diego was followed by many museum and special
venue installations. Featuring very large screens viewed
from relatively short distances, the picture quality provided
patrons with a glimpse of extremely high-quality visuals to
come, and the six-channel magnetic sound may well have
been an exciting first taste of high-quality multichannel
sound for family theater-goers visiting IMAX systems in-
stalled in museums and planetariums.

IMAX films do not carry an embedded sound track.
Instead, to maximize the picture area on the horizontally
played 15 perforation 70 mm film, a six-channel 35 mm
magnetic full-coat film was recorded and reproduced on a
separate sprocketed player locked to the projector. The
speakers are arranged behind the screen in typical L-C-R
fashion, but an additional high center channel is provided
to give height information, particularly effective as the
IMAX seating is close to the screen. Audience surround
is supplied from the back left and back right corners of
the theater.

To obviate the expense and bother of the regular re-
placement of worn mag film, the sprocketed players were
supplanted in the early 1990s by a Digital Theater Sys-
tems (DTS)-based six-track digital sound system, still

locked to the projector, playing audio off a series of pro-
prietarily encoded discs. This has eventually given way to
a system using a hard disk drive that carries six channels
of uncompressed digital audio.

Enter the Matrix
In 1975, the Who’s rock opera Tommy employed a spe-
cial variation of magnetically striped 35 mm prints,
developed by John Mosely. The systems deployed used
DBX noise reduction and, in an attempt to surround
the audience with sound, used the Sansui matrix
encoding system developed for quadraphonic records, a
short-lived fad where four channels were combined to
two audio signals using an analog sum and difference
technique on LP music discs. For the film, special play-
back decoders were installed to decode three tracks of
the 35 mm magnetic prints to yield five “Quintaphonic”
outputs: Track 2 provided the center channel directly,
but matrix-encoded Tracks 1 and 3 were decoded in
the theater to give four more channels: a left front and
left back and a right front and right back. The equip-
ment was used only for that one film, but the prints
would play on systems without matrix playback—and
matrix encoding and decoding was poised for much
bigger things.

Dolby Stereo Optical
In 1973, Kodak’s Ron Uhlig published an article in the
Journal of the SMPTE describing a method, based on
the 1955 work by John Frayne, of recording and playing
two optical tracks in the space occupied normally by a

Image from Ronald E. Uhlig, “Stereophonic Photographic Soundtracks,” J. SMPTE, 82(4):292-295, Apr. 1973.
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mono optical track on 16 mm film. For educational
films for schools, Kodak wanted to create a competitor
to the U-Matic videotape, which featured two audio
channels. Frayne’s work had been unsuccessful because
of poor dynamic range. However, Ioan Allen of Dolby
Laboratories had been applying Dolby noise reduction
to mono optical films with encouraging results since
1972. Combining Dolby NR to the stereo optical tracks
that Uhlig described formed the starting point for the
stereo variable area (SVA) prints that would forever
seal the fate of expensive 35 mm magnetic four-track
releases.

Aided by Dolby noise reduction, Allen was able to
relax the roll-off of the Academy curve for better high-
frequency response, and by applying quadraphonic
matrixing, Dolby engineers first encoded three tracks
and then four tracks onto the two SVA tracks. The
modest separation of the analog matrix techniques could
result in some of the screen sound leaking from the
surround speakers near the rear audience. This was ob-
viated by the addition of an analog CCD delay that
could be varied depending on the length of the theater,
assuring that sound from the screen reached listeners
first and masked any dialog leakage. Lisztomania was the
first release in Dolby SVA in 1975, but a fortuitous
release in 1977 rocketed the system to prominence.
Thousands of theaters howled for a print of Star Wars,
originally released by Fox in only a few dozen theaters,
most of which were 70 mm prints [we will get into
those next]. The fact that the analog optical Dolby
Stereo 35s could be high-speed printed meant that the

voracious demand was filled as rapidly as Dolby could
ship and install their Cinema Processors, the all-in-one
boxes that replaced all the sound gear between optical
pickup and the power amplifiers.

70 mm Heyday
Star Wars 70 mm prints were special as well. The main
channels carried A-type noise reduction. Tracks 2 and 4
of the six magnetic tracks, called “baby-boom” tracks,
were devoted entirely to bass information behind the
screen that wowed audiences with the rumbles of the
spaceships and the space battles.

The 1970’s and 1980’s may have been the high point
of 70 mm releases, but consider the pros and cons. Yes,
you got six discrete, high-fidelity, noise-reduced tracks
with 6 or 8 dB more dynamic range than Stereo SVA,
and magnetic distortion curves are much more forgiving
than optical clipping when loud sounds exceed 100%. But
stock was expensive, and print sounding (recording) had
to be done at play speed for fidelity. These “handmade
prints” required lots of expensive labor and also required
print checking before shipping, as the “painted on” mag
tracks might have bald spots or dropouts. A 70 mm print
in 1980 could cost more than $20,000, whereas a stereo
optical 35 mm print might be less than $2000.

There was one more 70 mm variation that must be
mentioned. For the 1979 release of Apocalypse Now,
Director Francis Coppola and Sound Designer Walter
Murch searched for ways to envelop the audience with
the sounds of battle and had set up the Northpoint The-
ater in San Francisco as a testbed. Dolby’s Ioan Allen

Selling tickets with sound? How many dollars per track did you pay to hear Star Wars? Picture credit: SFGate.
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and Max Bell, who had been considering special 70 mm
techniques for Superman, came up with the idea of using
the “baby boom” Tracks 2 and 4 to carry both stereo
bass tracks below 250 Hz and above 500 Hz, sharing the
channels with left-back and right-back stereo “split-
surround” tracks. The tracks were separated on playback
by electronic crossovers, and the two
surround tracks’ response was filled out
with mono sound below 500 Hz taken
from the mono surround on track 6 that
was included so the prints would be
backward compatible with unmodified
“baby boom” equipped venues.
Superman came out first andwas a big suc-
cess, but the Apocalypse Now 70 mm
tracks, especially tuned and groomed at
the Northpoint to fit the format exactly,
set new heights for feature film sound.

The Last Gasp of Optical?
Ray Dolby had another analog trick up
his sleeve in 1986 as he and his team perfected an even
better noise reduction scheme that would replace A-type
modules in recording studios and film equipment all over
the world. Spectral recording, or SR, offered an addi-
tional 10 dB of noise reduction, and some of those deci-
bels could be used to both increase dynamic range and
to reduce distortion. In theaters, it was an easy change as
the SR cards were pin compatible with the earlier A-
type. Finally, the dynamic range of SVA could approach
that of magnetic prints, and the fact that SR encoded opti-
cal tracks are with us to this day, better than 30 years on, is
an unmistakable reminder of the genius of Ray Dolby.

Let Us Go Digital
In 1988, 400 million CDs were manufactured by 50
pressing plants around the world. CDs overtook vinyl,
and listeners were becoming accustomed to the idea that
“digital was better.” Ray Dolby, fresh off the triumph of
SR, had assembled a small team of engineers to examine
how the seemingly massive amounts of data in digital au-
dio might be reduced with an eye to uses in radio and TV
broadcast. For several years, Dolby had been supplying
AC-1 (AC for audio compression) and then AC-2 for sat-
ellite links and studio-to-transmitter links. These devices
showed that full-range stereo digital audio could be re-
duced from 1.5 Mbits to only a few hundred kilobits and
still maintain good fidelity to the human ear.

In 1992, Dolby announced a digital cinema sound sys-
tem that employed the next-generation scheme, AC-3, to
provide a 5.1 channel coding at a bit rate of 320 kbits/sec
with the digital audio data printed on a track of near mi-
croscopic speckles between the sprocket holes, replete
with a tiny Double D logo, in an area of the film print
that was surprisingly resistant to damage. The first trial
Dolby Stereo Digital AC-3 film was Star Trek VI in

December 1991, in only three theaters, followed by the
formal announcement for the wide release of Batman
Returns in the following year. By adding a standard analog
stereo optical track, the digital prints could be backward
compatible for theaters without digital playback gear.
Because the optical track employed SR noise reduction,

the format became known as SR-D and
is now called simply Dolby Digital.

In those heady days of early digital
sound, it seemed like everyone had to
have their own digital release format. In
the revolving cast of characters in this
short history, a few came and went rather
quickly. Kodak, a company with lots of
engineering strength, saw digital coming
to the cinema. They combined a special
fine-grained negative film they had devel-
oped that could carry high data density
with a coding and error correction
scheme from Optical Radiation Corpora-
tion, and they produced a system that

could record and deliver six digital audio channels with
“CD quality,” as well as an SMPTE timecode and MIDI
channel that might eventually be used to synchronize and
trigger any number of in-theater effects. The digital track
could be printed on both 35 mm and 70 mm stocks. In
the case of 35 mm, the track was in the area normally
used for the optical SVA track; in 70 mm, the prints were
not striped with magnetic tracks. In either case, there was
no analog fallback in case of digital failure—they had a lot
of confidence in their system.

Paramount embraced the system, dubbed Cinema
Digital Sound (CDS), first for a few installations for Dick
Tracy, then for more for Days of Thunder. Nine films were
released in the format, including Terminator 2 (1991) and
concluding with Universal Soldier (1992), before quietly
slipping away.

Double System Is Back, and It Is Digital
At about the same time, in 1990, Terry Beard set about
creating a digital playback system that could had be

A close-up of a 35 mm release film release print with all four
sound systems: (from left) Sony SDDS track outside the
sprocket holes, Dolby Digital between the sprocket holes, the
Stereo Optical track with Dolby SR noise reduction, and (right)
the DTS Synchronizing timecode track.

In those heady
days of early
digital sound, it
seemed like
everyone had to
have their own
digital release
format.
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synchronized with 35 mm and 70 mm films. He em-
ployed a simple timecode that could be printed in the
guard band between the picture and the SVA sound
track to synchronize a “double-system” player based on
CD data. Steven Spielberg was working on Jurassic Park
and hoping for 70 mm discrete six-track sound on a
35 mm print budget. He heard a sample
of the system and convinced Universal
(no strangers themselves to investing in
special sound equipment, recall Sensur-
round?) to invest with him in Terry’s
company, DTS, and to commit to buy-
ing equipment for up to 900 theaters
for the Jurassic release.

The system employed synchronized
dual CD-ROM drives containing APT-X
data reduction encoded audio to provide
a wide frequency response, high dynamic
range, digital 5.1 track playback system
that could be easily retrofitted to cinemas
previously equipped with speakers and
amplifiers for 70mm.

A less expensive two-channel system
with a single CD-ROM drive was also
offered that would serve for four-channel
(LCRS) optical-playback-equipped the-
aters. Although DTS was a “double sys-
tem” that required shipping the correct sound-track discs
along with the 35 mm film, the lightweight CD-ROMs
were often shipped in the same 35 mm film cans.

Sony SDDS Brings Back the MGM
“5 in front”
The staff of the post-production facilities at MGM fondly
remembered the massive impact of five full-range channels
behind the screen for big musical productions like Ben-Hur.
They encouraged their new owners, Sony, to embrace one
front, two surround, and one low-frequency effect (LFE)
channel as a target for their digital cinema offering. The
Sony Dynamic Digital Sound (SDDS) technology em-
ploys optical recording on the release print like Dolby
Digital, but with 7.1 channels arranged as five front
channels behind the screen, left and right surrounds, and
an LFE channel. The first SDDS film was The Last Action
Hero in 1993.

The extra work required to release three different
sound tracks was an expense and bother to film produc-
tion companies, and it could be a nightmare for individual
theater operators. Sending the right release format to each
theater would require extensive bookkeeping, testing, and
reshipping when mistakes were made. Differing licensing
fees for each technology provided further bother. However,
clever optical mastering made possible a single film

negative that provided all four different technologies on
one print and made single inventory multiformat distribu-
tion feasible.

In 1999, Dolby Laboratories and Lucasfilm an-
nounced a new enhancement to Dolby Digital called Dolby
Digital Surround EX.This format delivers 6.1 optical chan-

nels, adding a center rear source by ma-
trix decoding the left and right rear (side)
channels, adding another source of sound
inside the theater. The first movie to fea-
ture the EX format was Star Wars I—The
Phantom Menace. These prints are back-
ward compatible for 5.1 channel venues
without the surround matrix decoding.

Welcome to the 21st Century
That may well have been the last big
innovation for sound on celluloid be-
cause, in 2000, the first SMPTE DC28
meetings, chaired by Soundelux’s Curt
Behlmer, began discussions that led
(eventually) to the Digital Cinema Initia-
tive (DCI) and the SMPTE standards
that enabled the all-digital distribution of
feature films. The DC28 Cinema Audio
committee was sure they would finally
have enough channels with 16! Who

could possibly ever need more channels than that?
Of course, you know the answer to that… but we don’t

want to steal the thunder of the next SMPTE Journal issue,
the Progress Issue, where we will hear all about the chal-
lenges of the ongoing developments of Object Based and
Immersive Audio for Cinema, still pursuing the goal of
Walt Disney’s Fantasia 75 years ago: moving sound envel-
oping the audience.
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The History of SMPTE and Digitization
By S. Merrill Weiss

Abstract
SMPTE has been involved with the process of digitization, in
one form or another, for over half the period of its existence.
For more than the last four decades, the Society has been en-
gaged actively in the process of transformation of its constituent
industry segments from use of analog to use of digital technolo-
gies. SMPTE’s involvement has matured from reporting on
work done elsewhere in research and commercial settings, to
conducting research directly, to developing technologies and
standards for use by the industries it serves. The fields in which
SMPTE has been engaged in the process of digitization have
evolved from various control applications, to digital video and
audio signal coding, to various forms of data
transport, to signal data compression, to gen-
eration and use of metadata, to treatment of
content as files, to all of the aspects of data
workflows and content management. To deal
with the very significant set of SMPTE
contributions to the digitization of the mo-
tion imaging industries, this paper takes a
more-or-less chronological approach. Many
of the developments cited are from the au-
thor’s personal recollections.
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trol, Digital Control, Video, Digital Video,
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Digital Videotape Recorder, DVTR, D-1,
Television, Digital Television, Composite
Video, Component Video, Electronic News
Gathering, ENG, Machine Control, Tribu-
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Introduction

M
uch of the history of the Society of Motion Pic-
ture and Television Engineers in the second half
of its first century revolved around the movement
of the motion picture and television industries

from analog to digital technologies. Digitization of motion
imaging and related aspects of the processes applied to
motion imaging content grew through application of
semiconductor, software, and networking technologies
that developed in the surrounding environment. At
times, the motion imaging domain followed what was
occurring in the outside world; at other times, the mo-

tion imaging realm was the leader in
technological development that other
sectors followed.

Digitization started in the world of
SMPTE slowly, filling applications that
could be performed only digitally. Of-
ten, those applications involved creating,
through digital signal processing, analog
signals that could not be obtained using
analog methods. As time and technol-
ogy progressed, digital methods were
used to replace analog methods to
achieve higher quality analog results at
lower cost. Ultimately, systems became
fully digital, and analog technology was
completely replaced with digital pro-
cesses for everything except signals that
had to propagate without wires: viz.,
light into camera lenses, sounds into mi-
crophones, radio signals from transmit-

ters to receivers, light reproduced by displays, and sounds
reproduced by loudspeakers or headphones. Even then,
digital methods were developed that improved every one
of the inherently analog functions necessary to communi-
cating images and sound.

Institutionally, digitization affected SMPTE and its ac-
tivities first slowly, in limited areas, gradually expanding
its envelope until it became all-encompassing. At the start,
an occasional paper would be presented at a conference
and/or in the SMPTE Journal with a novel approach to
performing a function using digital methods. Over time,
papers and articles were more about digital processes and

At times, the
motion imaging
domain followed
what was occurring
in the outside
world; at other
times, the motion
imaging realm was
the leader in
technological
development that
other sectors
followed.
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less about analog processes until the analog processes dis-
appeared. Similarly, in the SMPTE standards effort, work
began on a single digital technology in a single committee,
later to be joined by another technology and another com-
mittee. Ultimately, almost all of the standards-writing
committees came to deal with digital methods, and just a
few are left dealing with analog techniques, either to main-
tain methods that are needed for preservation or repro-
duction of content or to create new ways of transmitting
light, sound, or radio signals that always will remain ana-
log in nature.

This examination of digitization as it impacted SMPTE
and its work over the decades and as SMPTE impacted
the course of digitization generally will proceed chronolog-
ically. Along the way, some attempts will be made to point
out the larger trends that were occurring that might not
have been visible at the time to those engaged in the inex-
orable movement from analog to digital technologies
throughout the world that is SMPTE.

Early Stages of Digitization (Late 1950s
and 1960s)
The first instances of the concepts of digitization involving
SMPTE in some way appear to be papers presented at
the Society’s convention in Detroit in October, 1958, and
appearing in the Journal of the SMPTE in 1959. As most
of the early indications of the coming of digitization to the
SMPTE domain, they appeared as papers at conferences
and in the Journal reporting on research taking place in
academia or industry that made use of the availability of
primitive digital computers or components. The first two
were concerned with mechanical methods for language
translation (published in April, 1959) and with a method
for reducing the bandwidth of television signals using a
hybrid of analog means for transmission of the low-fre-
quency portions of video signals and digital methods for
transmitting and reconstructing the higher frequencies in
images. Authors of the latter paper (published in August,
1959) included William F. Schreiber and others then at
Technicolor in Hollywood. Dr. Schreiber’s name would
be associated with digital image compression and other
technologies over the next four decades, as he moved to
the Massachusetts Institute of Technology (MIT) Depart-
ment of Electrical Engineering, where much research in
digital image processing was conducted over the years.

Despite the natures of the early notable presentations
on digitization of processes of interest to SMPTE mem-
bers, most of the work in the area during the 60’s involved
aspects of measurement and/or control. In keeping with
what was going on in the world at large, the primary sub-
jects addressed at conferences and in the Journal involved
either camera tracking at missile ranges or automatic
control of switching systems at television networks and
stations. The technologies related to missile range track-
ing cameras largely concerned photography of missile
launches and tended to be funded by NASA as part of

the moon-bound space race. At the same time, com-
puter technology was becoming sufficiently low in cost
and sufficiently reliable that it could be applied to early
efforts at what came to be called TV Master Control
automation. During this period, however, the first video-
capable analog-to-digital (A/D) and digital-to-analog
(D/A) converters were being developed at BBC Re-
search and Development (Fig. 1), starting the march
toward what would become a ubiquitous use of digital
methods over time..

By the end of the 1960s, digital technology was being
used to apply image processing to the pictures being sent
back to Earth from space probes flying by or orbiting the
Moon, Mars, and other heavenly bodies. In particular the
application of transform coding made its appearance for
purposes of bandwidth reduction and spacecraft power
saving, using Fast Fourier Transforms (FFTs) at both the
sending and receiving ends of very-long-distance micro-
wave links to return photography from the probes. In ad-
dition, by that time, digital control was being applied to
color television cameras, which previously had required
large numbers of wires carrying analog signals from cam-
era heads to camera control units and analog control volt-
ages in the opposite direction. The number of analog
signals was indicated by the designation TV-81 for the ca-
bles, which had 81 conductors, 6 of which were coaxial
cables for image signals and the remainder of which were
primarily for power and analog control and communica-
tions functions. With digital control of cameras, only a
few pairs of conductors were needed to carry all of the
multiplexed data for full control of the same functions
and more.

Digitization of Video and Control and the
First Active SMPTE Work (1970s)
Early in the 1970s, electronic components started to be-
come available that would allow processing of television
signals using digital technology in commercial applica-
tions. Most necessary were A/D and D/A converters that
would operate at video rates. A/D converters were more

FIGURE 1. First BBC television analog-to-digital
converter (1966).
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difficult to design and construct than were D/A con-
verters. Early versions were built from individual compo-
nents and small-scale-integration (SSI) integrated circuits.
They had small word sizes (often starting at 6 bits) and
low sample rates (in the multiple-megahertz region). By
the mid-1970s, converters were available that were capable
of up to 8-bits of amplitude resolution (256 levels) and
sample rates in the 11–12 MHz range. The first commer-
cial applications to video processing were timebase correc-
tors (TBCs) for use with helical scan videotape
recorders (VTRs) and frame synchronizers for allowing
synchronization between sources without having to gen-
lock studios to each remote source in succession.

Enabling Electronic News Gathering
The first widely used digital TBC was the CVS 504, re-
leased in 1974, which was used with U-Matic videocas-
sette recorders (VCRs) to make them suitable for
broadcast signal playback. The combination of U-Matic
VCRs and TBCs, along with transportable (often back-
pack) cameras, enabled the development of Electronic
News Gathering (ENG) in the mid-70s. Inclusion of mi-
crowave links on ENG trucks began the incorporation of
live reporting into newscasts that is prevalent today. By
the end of the decade, the film processors that had popu-
lated nearly all television stations producing news had van-
ished, to be replaced with ENG. While, at the start, only
the TBCs in ENG involved digital technology, over time,
ENG became fully digital as other elements of the system
moved in that direction. Frame synchronizers, as repre-
sented by the NEC FS-10, also introduced in 1974, ini-
tially were used for Olympics telecasts and other major
events but migrated to more common uses over time as
their sizes and costs were reduced. Ultimately, they be-
came widely used for ENG live shots to avoid genlocking.

Digital Videotape Recording
Also in the early 1970s, the first work was beginning on
full-fledged digital videotape recorders (DVTRs). John L.
E. Baldwin of the Independent Broadcasting Authority
(IBA) in the U.K. conducted measurements in 1971 that
showed that videotape could hold as much information in
digital form as it could in analog form, but with better
quality. He presented his results in 1972 and 1973. By
1976, Baldwin and the IBA were demonstrating digital re-
cording using a sample frequency of two times the color
subcarrier frequency of the European phase alternate line
(PAL) analog system on borrowed analog SMPTE B-For-
mat transport platforms. By the time of the Montreux
Television Symposium in 1979, Ampex, Bosch Fernseh,
and Sony all were demonstrating experimental digital
VTRs.

Initial Digital Video Standardization Efforts
Shortly after the appearance of the first professional digital
products, it became apparent that multiple, cascaded

conversions of content from analog to digital and from
digital back to analog form again would result in deterio-
ration of the quality of the material. As a consequence,
SMPTE set up its first activity to begin exploration of
what would be needed to support the recognized coming
expansion of digital technology in television operations.
The SMPTE Study Group on Digital Television, chaired
by Charles Ginsberg of Ampex, was formed in late 1974
to explore what might be possible and to make recom-
mendations for future work. As a consequence of the
Study Group’s work, in early 1977, SMPTE established
the Working Group on Digital Video Standards (WG-
DVS), chaired by Robert S. Hopkins of RCA.

The WG-DVS started with an effort to standardize an
interface for composite digital video, i.e., sampled NTSC
signals. It was understood that the Nyquist Criterion re-
quired that the sampling frequency be greater than twice
the highest frequency component contained in the signal
being sampled. It also would simplify sampling if the sam-
pling clock were locked to the subcarrier frequency and
ran at an integer multiple of the subcarrier frequency.
Since the NTSC subcarrier frequency is 3.5795454545. . .
MHz, convenient multiples were 3 times and 4 times
that value (3fSC and 4fSC, respectively), equaling
10.7386363636. . . MHz and 14.3181818. . . MHz. At the
time, A/D and D/A converters and memory devices all
were expensive, and significantly more so at higher fre-
quencies. This led to a great deal of debate about which of
the two sampling frequencies to use. Sampling at 3FSC

would result in a sampling structure that did not repeat on
every field and frame of the interlaced image raster. Sam-
pling at 4FSC would produce a structure that conveniently
repeated on each field and frame but the components for
which would cost well over one-third more.

Numerous techniques were developed to accommo-
date 3FSC sampling, including methods such as Phase Al-
ternating Line Encoding (PALE), which resulted in a
quincunx pattern (equivalent to the shape of the “5” pat-
tern on a 6-sided die) in the sampling structure. While the
argument continued, electronic component prices
dropped as integration of circuitry expanded. By 1979,
TRW was producing an integrated A/D converter that
was reasonably-priced for the application. Once an equip-
ment manufacturer (John Lowry of Digital Video Systems
—DVS) showed up at a Working Group meeting and in-
dicated that TBCs and frame synchronizers based on
4FSC sampling were available in the marketplace (and at
competitive pricing), the debate ended, and a decision
was reached to adopt 4FSC for the composite digital tele-
vision interface standard. A document was produced that
provided for use of 25-pin D-subminiature connectors
with 12 parallel twisted-pair conductors and a ground in-
terconnection, using balanced Emitter-Coupled Logic
(ECL) devices and levels for the interface.

At about the same time that agreement was being
reached on a potential composite interface standard,
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discussions began within the European Broadcasting
Union (EBU) and spread to SMPTE about the possibili-
ties for international program exchange that would be en-
abled by use of component coding of television signals. Use
of components (i.e., three separate signals such as the red,
green, and blue [RGB] primaries, luminance and two
color-difference signals, or other combinations that
avoided use of a subcarrier) could facilitate transfer of ma-
terial between emission standards, which was an acute
problem in Europe, where the use of both the PAL and
SECAM systems constituted a barrier to the free flow of
program content. Even program exchange between NTSC
and the other composite coding methods would be aided
by elimination of the subcarrier and the damage that it
caused to images if there were agreement on use of a com-
mon set of components. Consequently, in 1979, a Special
Task Force on Digital Video Standards, chaired by Frank
Davidoff of CBS, was formed to provide liaison to the
EBU and other worldwide organizations to consider the
adoption of a common standard based on component
coding.

As work proceeded on interface standards, it was rec-
ognized that standardization also would be required for
the recording of content in digital form if the capabilities
of analog facilities and operations were to be replicated in
digital systems. Given that the only method available for
the recording of video in that era was videotape recording,
all of the prototypes and demonstrations of digital record-
ing that began appearing involved tape recording. As a
consequence, the Society formed, in 1979, a Study Group
on Digital Tape Recording, chaired by William Connolly
of CBS. With the number of committees active on digital
television subjects by the end of the decade of the
1970s and with the shift from composite to component
coding, in very early 1980, the SMPTE New Technol-
ogy Committee, to which all of the digital subject matter
committees reported, established a Task Force on Com-
ponent-Coded Television, as an extension of the earlier
Task Force on Digital Standards and again chaired by
Frank Davidoff, to serve as a coordinator between the
various SMPTE committees involved and as a steering
committee for them and also to serve as a liaison body
to other worldwide standards groups that were interested
in digital television.

Digital Control
While work proceeded on digital video standards, another
SMPTE effort began in 1978, in a Working Group on
Digital Control of Television Equipment (WG-DCTE),
chaired by Bob McAll of Vital Industries, to develop a
common control interface and data protocol for “machine
control.” Initial efforts were based on an extension of the
techniques then in use for control of routing switchers,
which was a natural approach, given that many of the par-
ticipants were manufacturers of routing switchers. The
scheme under initial consideration used unterminated

coaxial cable running at 9.6 kb/s, with the ability to ac-
commodate up to 16 devices on a cable, with a maximum
length of about 200 feet.

Fairly early in the process, there was a presentation
given (by this writer) proposing an alternative scheme for
machine control. It was a system that had been developed
for a new studio facility for KPIX, the Westinghouse
Broadcasting Company television station in San Francisco.
The system used new data communications technology
that had been developed under the rubric ANSI/TIA/EIA
RS-422 and could operate at much higher speeds, over
longer distances, and incorporating many more devices on
a cable than could the initial unterminated coaxial cable
proposal. The alternative proposal could run on audio
pairs in multi-pair cables, allowing easy operation over
parallel networks that permitted equipment assignment
to control points through simple distributed routing of the
connections to pairs related to the respective control
points. Devices called “tributaries” were employed at each
machine to be controlled, and the tributaries used micro-
processors programmed as state machines from a protocol
and management perspective. In fact, the proposed
scheme employed a modification of the RS-422 standard
that adopted a tri-state connection for transmission on the
audio pairs, enabling the connection of up to 256 devices
to each of the parallel networks. As the decade ended, the
RS-422-based approach had replaced the unterminated
coaxial cable scheme as the focus of the committee’s work.
(Later, tri-state RS-422 was documented by EIA/TIA as
RS-485.)

Addressing Fundamental Needs
& Moving to Implementation (1980s)
The 1980s opened with two major developments related
to digitization. In October, 1980, a test was conducted at
KPIX that proved the operation of the RS-422-based ma-
chine control scheme. KPIX had a functioning system
that, at the physical layer, matched the then-proposed
SMPTE physical layer standard. The KPIX system com-
prised 17 tributaries, each simultaneously connected to 6
separate, parallel data cable loops. The loops were approx-
imately 1,000 feet in length. By opening the loops and ty-
ing them together in series, a loop was created that was
6,000 feet long and that had effectively 102 tributaries
connected to it. The system operated at 38.4 kb/s and was
shown to be highly reliable. The scheme ultimately was
adopted as SMPTE 207M (now SMPTE ST 207) and
still sees widespread use – over 35 years later, as this
is being written.

Not so successful was the communications and control
protocol that was developed in the WG-DCTE effort.
Rather than adopting the protocol in use at KPIX, an ef-
fort was made to create a much more generalized method
that used polling of tributaries. Development of the poll-
ing scheme and obtaining consensus agreement to it took
a very long time. In the meantime, the industry had a
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great need for machine control capability and could not
wait for the SMPTE work to finish. As a consequence
Ampex and Sony each developed its own communications
and control protocol, both of which used the underlying
SMPTE 207M physical layer standard but which other-
wise were incompatible. Equipment to do the controlling
and to be controlled, for instance editors and VTRs or
VCRs, had to be purchased or configured for the specific
protocol with which it would be used. Unfortunately, this
was a tremendous missed opportunity and showed that
there is a time window within which standards must be de-
veloped, or they will fail. The time window opens when
necessary technology becomes available and closes when
the industry moves on by filling its own needs on a non-
standardized basis since it can wait no longer for a standard.

The second major development in the early 1980s
also involved KPIX. During the week of the SMPTE
Winter Television Conference held in San Francisco in
February, 1981, a series of tests and demonstrations was
conducted at the station that ultimately led to the world
of digital video as we know it today. Throughout 1980,
the Special Task Force on Digital Video Standards
conducted liaison discussions with the EBU and other
organizations. In April, 1980, the EBU conducted dem-
onstrations of a system described as 12:4:4, with the
values representing the sampling rate used for each of
the components—luminance and two color difference
signals—expressed as an integer number of Megahertz.
Recognizing that 12:4:4 would not be acceptable in
North America, efforts were made to find a set of parame-
ters that could be used on a worldwide basis—even if
some accommodations had to be made for the differences
in scanning systems that would remain. The SMPTE
WG-DVS, by then under the chairmanship of Kenneth P.
Davies of the CBC, undertook to produce an experimental
demonstration in conjunction with the 1981 SMPTEWin-
ter Conference and spent much of 1980 and early 1981
preparing for it. Since the demonstration would be con-
ducted at the time of the 1981 Winter Conference, it only
made sense to hold it at a venue in San Francisco, where
the conference would be held, and KPIX offered to make
a studio available for the purpose (Figs. 2, 3).

A number of principal parameters had to be deter-
mined for inclusion in a worldwide standard, if one were
to be achieved, and a number of capabilities needed to be
demonstrated. Principal among the parameters were the
sampling frequency or frequencies and the relative coding
rates for the three components. Other factors were the pic-
ture quality achievable with the various combinations of
the principal parameters, performance obtainable using
production tools such as chroma-keying, quality of inter-
face achievable to and from composite signals, quality of
interface achievable to common carrier systems, the filter
shapes to be used for alias reduction when sampling sig-
nals in the digitization process and for reconstruction of
those signals in analog form, and the practicality of

digital tape recording. The First SMPTE Demonstra-
tions of Component-Coded Digital Video, as they were
called (although they became the only such demonstra-
tions), set out to accomplish as many of these objectives
as possible. They ultimately achieved results for all of
the aspects of the digital signal except the final design of
the filter responses and the common carrier interfaces,
both of which were handled by the Working Group af-
ter the demonstrations.

Because of the well-understood potential for major
changes in the way the television industry operated techni-
cally that could result from the tests and demonstrations,
there was a very large attendance and participation. Over
330 members of the television technology elite from all
over the world traveled to San Francisco either to partici-
pate in the subjective assessments that led to statistical
evaluation of the various parameters and techniques or to
attend the demonstrations of the system, or both. The
subjective assessments evaluated a 12-point matrix involv-
ing three sampling frequencies and four hierarchical cod-
ing sampling ratios. The sampling frequencies were
horizontal-line-locked values at approximately 12, 13.5,
and 14.2 Msamples/second, or Ms/s, based on multiples
of 768, 864, and 912 times the horizontal line frequency of

FIGURE 2. Overview of equipment area, first SMPTE
demonstrations of component-coded digital video, San
Francisco, 1981.

FIGURE. 3. Control desk view, first SMPTE
demonstrations of component-coded digital video, San
Francisco, 1981.
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the 525-line/59.94 Hz system, respectively. These fre-
quencies all were treated as approximately 4 times the
color subcarrier frequency of composite signals, which
formed the basis for a somewhat different descriptive
scheme than had been used by the EBU for its demonstra-
tions of component coding. With luma sampled primarily
at approximately 4fSC (but also at 2fSC), and with the
color difference signals (basically R-Y and B-Y) sampled
at 1×, 2×, and 3× the roughly 4fSC luma sampling rate,
the coding sampling ratio choices that were evaluated were
designated as 4:4:4, 4:2:2, 4:1:1, and 2:1:1.

Along the way to deciding what characteristics and pa-
rameters to evaluate during the San Francisco tests, it was
recognized that there was a magic number that, if used for
sampling the signals, could work equally well for the inter-
laced video field rates of 50 Hz and 59.94 Hz. The magic
number was found by Stanley Baron, then of Thomson
CSF and was any integer multiple of 2.25 MHz. 6 times
2.25 MHz is 13.5 MHz, and it was decided to include
that value among those tested. (15.75 MHz also was con-
sidered but was determined to be too difficult to imple-
ment economically at the time or in the then-near future.)
The magic nature of the 2.25 MHz frequency was that it
is the lowest common multiple of the two line rates used
with the 50 and 59.94 Hz field rates, i.e., 15.625 kHz and
15.734. . . kHz (being the 144th and 143rd multiples, re-
spectively). The use of a multiple of 2.25 MHz permitted
the same sampling frequency to be applied to both 50 and
59.94 Hz systems, with different numbers of samples per
line, and, of course, different numbers of lines per field or
per frame. Nevertheless, use of common equipment was
enabled by such a choice. Luckily, the testing showed that
13.5 MHz sampling was a nearly optimal choice from an
image performance perspective, and it and other multiples
of 2.25 MHz became the foundation for all of the digital
video systems, at all sorts of image spatial resolutions, up
to the current time.

Evaluating the 12-point matrix meant producing tests
in each of the points combining a set of sample rate and
sample coding ratio live, in real time. This was necessary
because there was no proven technology available at the
time for recording the material with sufficient accuracy and
reliability. Indeed, one of the first prototypes of a compo-
nent digital videotape recorder was incorporated into the
system to permit examining the potential for such recording
capability. Because of the lack of both digital recording
methods and digital versions of all of the processing equip-
ment needed for the tests, the entire system was assembled
using an analog component (RGB) system, and recording
of the system output was done using a 3-machine RGB
analog recorder assembled for the purpose.

One of the processes included in the system was color
matting (a high quality method comparable to chroma
keying), and its use turned out to be the deciding factor
with respect to the image coding sampling ratio. A single
image told the story. It involved a composite of a

foreground image created in the studio on a live camera
and any of several background images from a flying spot
scanner. The foreground included twisted crepe paper,
which, when seen in two dimensions, varies repeatedly be-
tween wide, nearly elliptical shapes and points where the
crepe paper appears just to touch as it crosses over from
front to back as seen by the camera (Figs. 4, 5). As seen
directly on a display, the foreground looked quite natural
in all three sample coding ratios. It turned out, however,
that, in the color matting process, when an insufficient
sampling rate was used in the color difference channels,
the touching points of the crepe paper pulled apart so ob-
viously that it was quite evident even to untrained ob-
servers. That effect occurred at the 4:1:1 and 2:1:1 levels
but not at the 4:4:4 and 4:2:2 levels (Fig. 6), resulting in
selection of 4:2:2 as the initial standard and the primary
mode of operation for digital television in the studio. The
standards for digital television ultimately provided for op-
eration at all three levels of sample coding ratios.

A number of important lessons were learned from the
1981 demonstrations of component coded digital video

FIGURE 4. Foreground for color matte experiments, from
live signal, first SMPTE demonstrations of component-
coded digital video, San Francisco, 1981.

FIGURE 5. Scenes used for live studio camera, including
“busy scene,” crepe paper, & model, first SMPTE
demonstrations of component-coded digital video, San
Francisco, 1981.
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that have been significant in SMPTE standards develop-
ment ever since. First, in deciding on the characteristics
of video and other imaging systems, just looking at na-
tive images on a screen is insufficient. Images must be
processed in the ways they will be in real production
and post-production operations because such processes
can be sensitive to image characteristics that are not di-
rectly evident to the human visual system. Such pro-
cesses can make visible what is not normally visible to
the eye. For a thorough treatment of the 1981 Compo-
nent Digital Video demonstrations, please see the
SMPTE Journal, October, 1981 issue, which is largely
devoted to the event, its various experiments, and their
findings.

An outcome of the San Francisco event was a con-
sensus within the television industry worldwide to adopt
13.5 MHz sampling, with a sample coding ratio of 4:2:2
for both 50 Hz and 59.94 Hz operation, with 720 active
samples per line, with 8-bit PCM coding, and with a
number of other specified characteristics. SMPTE, the
EBU, and other organizations worked together to
achieve adoption at the CCIR (now ITU-R) of Recom-
mendation 601 (now ITU-R BT.601) to specify the
sampling and coding of television images. SMPTE de-
veloped its own standard based on Rec. 601, first desig-
nated RP125, then SMPTE 125M, now SMPTE ST
125, that also specified word-serial, bit parallel interfaces
using DB-25 connectors and parallel twisted pair cables.
It was several years before the first systems could be im-
plemented using RP125 because other elements of a
system still were needed.

One of the principal elements needed for a complete
system was a digital videotape recorder. As mentioned
previously, the Society had started work on standardiza-
tion of such a machine in 1979. The work continued until
standardization of the D-1 format was reached by the
Working Group on Digital Television Tape Recording
(WG-DTTR) in 1985. The WG-DTTR had worked to-
gether with the MAGNUM group of the EBU and others
to achieve worldwide consensus on the design of the
many components of a recording system. These included
selection of 19 mm tape width, design of a tape cassette
system capable of different sizes and recording times, de-
sign of a tape transport system and a data layout on re-
corded tracks on tape, and design of the data encoding
and error correction systems for processing of the re-
corded and recovered video and audio data. Prototypes of
D-1 machines were first demonstrated in 1986, and deliv-
eries began in 1987, using the DB-25 connector interface
of SMPTE RP 125.

Shortly after the initial D-1 machines were intro-
duced, the first fully-digital post production operation in
North America was constructed at Limelite Studios in
Miami. The Working Group on Studio Video Standards
(WG-SVS)‐successor to both the WG-DVS and the
Working Group on Component Analog Video Stan-
dards—was invited to hold its next meeting at Limelite
Studios in recognition of its work in the field. Upon ar-
rival at Limelite, its vice president of engineering, Marcos
Obadia, pointed out a problem. When a shallow blue
ramp was generated and viewed, obvious contouring
(banding) was visible to the viewer. The readily available
solution to the problem was to use the two spare pairs in
the DB-25 connector and cable to increase the bit depth of
the data from 8 bits to 10 bits. Before finishing its meeting,
the WG-SVS prepared a draft of a revised RP 125 based
on a 10-bit interface, with the only difficult question being
whether to make the additional 2 bits the MSBs or the
LSBs. (The LSBs won.) There were immediate objections
from European colleagues in the development of the
Rec.601 consensus, some of whom felt that it was inap-
propriate to make such a change so soon after adoption
of the standard.

Thus began an industry-wide discussion on the need
for 10-bit operation and possible alternatives to overcom-
ing the visibility of contouring in certain types of images.
The principal alternative that was proposed (largely by the
BBC and Quantel, each of which had its own version)
was the use of dithering in the data to reduce the visibility
of the contours. Dithering essentially is the addition of
noise to the signal to mask the appearance of errors
caused by the coding of the data. Dithering had been
used successfully in the digital coding of audio, and it was
held that it could be similarly used for video. Papers were
presented at SMPTE conferences and published in the
SMPTE Journal, demonstrations were given at WG-SVS
meetings, and positions were taken on both sides of the

FIGURE 6. Results of color matte process, impairment value
averages vs. no. samples/line, first SMPTE demonstrations of
component-coded digital video, San Francisco, 1981.
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issue by knowledgeable engineers. It took a confluence of
factors finally to resolve the matter.

During the period in which the DVTR was developed,
it was recognized that the DB-25 connector and parallel
twisted-pair cables of the RP 125 interface were too cum-
bersome for widespread use. Aside from the bulk of the
cables and connectors, which would affect the size of
equipment, when contemplating routing switchers, for ex-
ample, it was hard to imagine having to switch 9 parallel
paths (8 data and 1 clock) at a time instead of one higher-
speed path per connection. Moreover, it was desirable to
be able to reuse the existing coaxial cable infrastructure of
television facilities if a transition from analog to digital op-
erations were to be economical. To enable such applica-
tions of coaxial interconnects, a bit-serial interface would
be required in lieu of the word-serial, bit-parallel interface
of RP 125. By 1984, an approach had been developed
jointly with an EBU committee for a method using 8b/9b
coding (i.e., mapping 8-bit data into 9-bit code words) to re-
duce the occurrence of long runs of 1’s or 0’s, thereby re-
ducing low-frequency energy and DC on the interface,
making both capacitive coupling and line equalization prac-
tical. With 8-bit sampling at 27 Ms/s total (including both
luma and chroma) the result was a data rate of 243Mb/s.

There were a number of problems with the 8b/9b sys-
tem, though. First, 243 MHz turned out to be an interna-
tional aircraft distress frequency. Worse, its fundamental,
121.5 MHz, was the primary international distress fre-
quency, with satellites and commercial aircraft monitoring
it continuously. Worse still, Bosch Fernseh had a labora-
tory under the flight path into Frankfurt Main airport, and
they received a visit from the German spectrum police to
tell them that they were creating false alarms on the emer-
gency locator receivers of practically every plane landing
at the airport from their direction. It turned out that the
problem was a panel in a piece of equipment that had not
be closed properly, but nevertheless the incident caused
widespread concern in the industry about the use of 243 Mb/s
as a clock rate for a serial digital interface that would see
very widespread use worldwide.

Another difficulty with the 8b/9b approach to a serial
digital interface was the fact that a company had prom-
ised to develop a chip set and make it available to the
industry. The chip set had been described as comprising
two devices—a read-only memory (ROM) for code
look-up, combined with a serializer chip to convert from
parallel to serial and vice versa. Such a chip set should
have been workable, except that no chips had been
made available after a significant time had passed (mea-
sured in years). The industry was in desperate need of a
solution.

Fortuitously, a techno-political solution emerged from
an alternate proposal. As chairman of the WG-SVS, the
writer was approached by representatives of a different
company with a different scheme for serializing and trans-
mitting parallel data. The method was non-return-to-zero,

inverted (called NRZ-I). NRZ-I had the properties that its
output bit rate would match its input bit rate and that
there was no impairment of reception due to inversion of
signal polarity in distribution devices. With the use of 8-bit
data and a 27 MHz word clock, the serial data rate would
be 216 Mb/s, overcoming the potential radio frequency in-
terference issue that accompanied use of the 8b/9b coding
system. The problem was that the company offering the al-
ternative did not know how to present it successfully in the
SMPTE process, given the obvious potential political ram-
ifications. Upon questioning, it turned out that the semi-
conductor process proposed could run at a 240 MHz clock
rate. When asked if the process could run at 300 MHz, the
answer was yes, and when asked when, the answer was in
about 6 months. Six months later, another meeting on the
subject took place, and the process was by then running at
300 MHz. So, the specifications were laid out in answer to
the earlier inquiry about how to proceed with proposing the
alternative: 10-bit operation at 270 Mb/s for component
signals, 10-bit operation at 143 Mb/s and at 177 Mb/s for
composite signals in NTSC and PAL (4× the subcarrier
frequency in each case)—all in a single chip.

The 270 Mb/s technology, in particular, offered a
techno-political solution to several problems. First, it got
away from the worrisome 243 Mb/s potential interference
generation. Second, it created a serial interface operating
with 10-bit data without touching the 8-bit parallel inter-
face of RP 125; those who wanted to continue operation
with 8 bits in the parallel world could do so. They
also could operate with 8 bits in the serial world if
they left the two LSBs set to zero. (There clearly would
be 10-bit parallel interfaces to the serial interface chips,
but they would be internal to equipment and not stan-
dardized.) Third, there needed to be no loss of face to
those who had proposed the 243 Mb/s approach since it
could remain available for use in 8-bit systems if someone
chose to produce the necessary chip sets. Fourth, chips
could become available to the industry much more quickly
than otherwise would have been the case, and, indeed,
that turned out to be the situation. Thus a number of
technical and business (political) problems were solved
with a single techno-political solution. The result was
SMPTE ST 259, now the well-known Serial Digital Inter-
face, or SDI.

By the end of the 1980s, then, all of the fundamental
pieces of the puzzle were in place to permit full-scale, ras-
ter-based, digital video operations. The transition from an-
alog to digital operation had been described from early in
the decade as utilizing islands of digital equipment in an
analog sea at the start and gradually expanding those is-
lands until there were analog lakes in a digital landscape,
and eventually the lakes would dry up and disappear. Ex-
cept for those lucky enough to build green-field opera-
tions, that is how it turned out for most facilities. At the
same time, it must be noted that the digital facilities rolled
out in that period largely were just digital replacements for
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analog equipment and maintained the processes and
workflows that went with them. The real impacts of digital
technologies on the operations of the television business
were in the future.

Also by the end of the 1980s several other develop-
ments had appeared on the horizon that would further
change the face of the industry and ultimately have an im-
pact on its digitization. High definition television (HDTV)
had emerged from the laboratories (largely of NHK in
Japan), initially in analog form. In fact, HDTV first had
been shown in North America, in San Francisco at the
SMPTE Winter Television Conference, on the very
weekend in 1981 during which the SMPTE Demonstra-
tions of Component Coded Digital Video were held just
a couple miles away. As HDTV continued to progress,
worry grew among U.S. broadcasters that there might
be an influx of HDTV television receivers with no way
for broadcasters to deliver content to them. As a conse-
quence, an effort was started to persuade the U.S.
broadcasting regulator (the Federal Communications
Commission—FCC) to initiate activity leading to a way
for U.S. broadcasters to transmit HDTV signals. That
activity (called the Advisory Committee on Advanced
Television Service—ACATS) began in 1987. While it
started out as an analog-centered development process,
it soon turned digital in nature and came to depend sig-
nificantly on SMPTE standards.

Extensions to High Definition and
Preparations for Workflow Impacts (1990s)
By the early 1990s, there was a beginning of recognition
of the impending convergence of the technologies of elec-
tronic media, computers, and communications. In that
light, in 1991, meetings were held between SMPTE engi-
neering management and their counterparts at the IEEE
Computer Society. It was decided to make an effort to fa-
cilitate the convergence through development of tools that
could be used by both groups’ constituencies. To that
end, a Working Group on Headers and Descriptors
(WG-H&D) was established within the SMPTE Engi-
neering Committee structure. The working group’s objec-
tive was to develop techniques to permit transportation of
digital video and audio data intermixed with unrelated
data in a general purpose digital communications channel.

The WG-H&D took some time to determine where it
best could contribute to the needs of both organizations’
members. In the end, it set out to develop a set of Univer-
sal Headers and Descriptors that could identify content
communicated as data and that could carry information
about that data. It turned out to be the first of what would
become many efforts to rationalize the world of electronic
media content with the world of data, and it also turned
out to be the first time the SMPTE standards develop-
ment organization would brush up against what came to
be called metadata in its pure form, although it had been
dealing with such ancillary data for quite some time. True

to the form that often would follow, the headers and
descriptors work got locked in a tangle between the
proponents of two divergent positions, neither of which
would compromise its position. In this instance, the
two parties both came from the IEEE Computer Soci-
ety in the person of representatives of Apple Computer
and the Massachusetts Institute of Technology (MIT).

The headers and descriptors logjam continued for
quite some time, measured in years. A change in chair-
man of the Working Group to someone with decades of
experience and numerous instances of finding compro-
mise between parties with divergent positions did not
help. Finally, a chance crossing of paths found the solu-
tion. The chairman of the parent committee to the
WG-H&D happened to attend a paper presentation at a
cable television conference in which the presenter pro-
posed a new form of cable set top box based on a new
form of middleware code that would be derived from the
SMPTE Headers & Descriptors work. After the session,
the parent committee chair approached the speaker and
asked if he really meant to use the SMPTE Headers &
Descriptors work. He did. Then, he’d better come join
the committee and help sort out the tangle between the
two opposing parties while there was still time to save
the effort, he was told.

Thus came about the joining of the WG‐H&D by
Robert Thibadeau of the Carnegie Mellon University Ro-
botics Institute. After his attendance at a couple meetings
and getting the lay of the land, Thibadeau suggested a
change in objectives. Instead of trying to define a set of
Universal Headers and Descriptors that could work in ev-
ery environment and address every need, why not develop
a set of Universal Labels that could be used within the
contexts of headers, descriptors, or any other data struc-
tures that might need identifiers and/or labels that could
be registered, published, and extended as necessary? Such
Universal Labels could be attached to any meanings that
were needed, could be used to reference documents or
functions within documents, could specify use of enumer-
ated parameters, or whatever else they might be called
upon to do. Moreover, they could be published on line so
that machines could be enabled to obtain their values and
their meanings automatically, without human intervention.
It turned out that the capabilities of Universal Labels were
more powerful than Headers and Descriptors possibly
could have been, and they laid the groundwork for at least
the first and second generations of metadata methodolo-
gies that were to come within the SMPTE standards con-
text. Universal Labels ultimately were documented in
SMPTE ST 298.

By the mid-1990s, the movement to digital television
was in full swing in practically all areas of SMPTE televi-
sion standards activities. Across the SMPTE technology
spectrum, committees and projects were under way on ex-
tending the Serial Digital Interface to HDTV operation at
1.485 Gb/s, on serial digital fiber interfaces, on digital
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audio interfaces for television, on ancillary data, on jitter
measurements and mitigation, and on monitoring and
diagnostics in digital video systems. In the middle of the
decade, a new Committee on Packetized Television
Technology was formed to deal with standardization of
matters related to television carried in packetized form,
including digital video compression techniques and pa-
rameters, interfaces and protocols for packetization,
switching and synchronization of packetized television
data streams, system design, and the like.

Despite all of the ongoing efforts, it was recognized
that what then was in process within the SMPTE stan-
dards development activity was just a continuation of the
analog past, implemented digitally, and did not consider
the new possibilities that digital technology opened up. To
deal with the future opportunities, a joint task force was
set up again by SMPTE and the EBU. The Task Force
for Harmonized Standards for the Exchange of Program
Material as Bit Streams (TF-HS) also included members
from the Association of Radio Industries and Businesses
of Japan (ARIB) and had the goal of setting the worldwide
direction for the transition in production, post production,
distribution, and emission from raster-based to bit-
stream-based television. It rationalized the convergence of
television, computers, and communications with the aim
of providing direction to the development of standards for
the next 1–2 decades. The Task Force included 200 ex-
perts from four continents, meeting 18 times over about
two years, to produce two thorough reports. An initial re-
port on “User Requirements” was released in April, 1997,
and published in the SMPTE Journal of June, 1997. A
final report of “Analyses and Results” was released in
September, 1998, and published in the SMPTE Journal
of the same month. They remain highly recommended
reading. Among the fundamental concepts established
by the Task Force is Content ¼ EssenceþMetadata,
with Essence being the rawprogram material included in
Content and Metadata being data about the rawprogram
material. The Final Report explains this and many other
concepts in considerable detail.

Consequences of the work of the TF-HS covered a
broad range of technology but also instigated changes in
the structure of the SMTPE standardization organization
itself. The Task Force having adopted many of the con-
cepts of the ISO layered structures model, the SMPTE
committee structure was refashioned to take on a layered
approach itself. Thus, committees were given assignments
at different layers within the system structure, with defined
interfaces between them and with responsibility to make-
workable interfaces to the standards produced by other
committees. Much of the standardization work triggered
by the TF-HS took into the 2000s and beyond to bring to
fruition, but amazingly, the direction set by the Task
Force and the roadmap it created served the industry for
the 1–2 decades that those establishing it hoped it would.
Indeed, 18 years after it finished its work as this is written,

it still points in the direction that the industry continues to
take. The Task Force has proved, in fact, to have been
one of the most successful technology assessments and
planning activities that the Society ever has undertaken.

The remaining years of the 1990s following completion
of the Task Force effort largely were devoted to getting
work under way that had been scoped by the Task Force
reports. In particular, work began on creating container-
ized content vehicles as were to be defined in standards
for the Material eXchange Format (MXF), which has be-
come a very widely used system for wrapping content ele-
ments together in such a way that they can be treated as a
single object but can be used to produce outputs that dif-
fer depending on the needs for a given final product.
MXF can include video, audio, other types of essence,
and metadata, all in a single wrapper from which essence
can be output in different combinations while retaining
desired time relationships to one another due to the tim-
ing metadata carried for each of the essence content ele-
ments, for example. MXF depends heavily on the use of
Universal Labels to facilitate its use of metadata through
register functionality.

Following the Task Force Road Map (2000s)
The Task Force for Harmonized Standards for the Ex-
change of Program Material as Bit Streams spawned nu-
merous standardization activities within SMPTE. Among
these were the Material eXchange Format (MXF) proto-
col just mentioned, the Broadcast eXchange Format
(BXF), and, somewhat later, the Archive eXchange For-
mat. MXF originally used a Key-Length-Value (KLV) ap-
proach to carriage of metadata, with MXF Keys being
essentially SMPTE Universal Labels. MXF more recently
has been reformulated so that it can be expressed in the
eXtensible Markup Language (XML) developed within
the information technology world, as well as with KLV.

MXF became one of the principal enablers of file-
based workflows over roughly the decade following its ini-
tial completion. Along the way to its finalization, many in-
teroperability tests and “plugfests” were conducted to
confirm that all participants were interpreting the many
semantic elements in the same way and were formulating
the syntactic expressions correctly. Of course, in the same
manner as for most software-based systems, work on im-
provements to MXF continues. In some ways, MXF suf-
fered from a plethora of solutions to almost any problem
to be solved. MXF became a large toolkit, as multiple par-
ticipants in the standardization effort contributed tech-
niques for inclusion in the standard. The result was that
there were so many choices for accomplishing any particu-
lar purpose that it became difficult to select one and have
it be compatible with content produced elsewhere where
different choices had been made. Many of the choices are
represented by different Operational Patterns, which de-
termine how content is configured when it is saved in a
file. As a consequence, as the decade neared its end,
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efforts were undertaken in multiple groups, both within
and outside SMPTE, to select subsets of MXF methods
for specific purposes. These came to be called Applica-
tion Specifications, which are constrained sets of the un-
derlying MXF specification. Work on a few Application
Specifications began in the late 2000s, with more in
the 2010s.

To support MXF and other methods involving meta-
data, registration functionality was required. To support
such registration capability, a SMPTE Registration
Authority (SMPTE-RA) was established, committees
were launched to deal both with the concepts and the
mechanisms of registration, and work was undertaken
to develop an online presence for the SMPTE-RA,
through which automated access to published SMPTE
registers could channeled. The SMPTE-RA also became
the registrar for MPEG-2 Registration Identifiers through
an assignment of the responsibility by the ISO/IEC JTC1
SC29 (MPEG) committee. With the SMPTE-RA in
place, it became possible to build the development of
register-based standards into the regular SMPTE docu-
mentation processes. Rules for registration-based docu-
ments were devised and incorporated into the SMPTE
Administrative Guidelines. Procedures were established,
and streamlined over time, for the assignment of spe-
cific Universal Label values to particular applications
while maintaining normal SMPTE due process approval
procedures.

BXF was among the first SMPTE standards to be built
on the eXtensible Markup Language (XML). BXF pro-
vides for message exchange between subsystems in broad-
cast facilities to enable management and automation
functions in the content delivery, traffic, master control
program release, and other operations in television broad-
casting. BXF was developed as an extension of functional-
ity originally devised in the Advanced Television Systems
Committee (ATSC) but ultimately turned over to
SMPTE for further development. While the intention
from the beginning was for BXF to subsume the ATSC
functionality, the two have remained separate as the BXF
capabilities have long since surpassed what the ATSC
scheme could do. The intention remains to bring the
ATSC operations into the BXF environment, but,
through the time of this writing, other priorities always
have been needed first. At some point in the future, the
two schemes, both based on the same basic XML schema,
will be consolidated. In the meantime, BXF was designed
to grow in organic stages, and, by the mid-2010s was at
version 5.0 of its documentation.

Early in the 2000s, work began to apply to cinema
many of the concepts developed for or in use by televi-
sion, in combination with many technologies from the
world of information technology (IT). The assortment of
technologies came to be called Digital Cinema (D-Cinema)
and included methods extending from production through
post-production, to special effects, digital intermediates,

and delivery to theaters. D-Cinema involves delivery of
content electronically, as encrypted files, to servers that are
connected securely to the digital projection equipment for
each theater. Along with the content for features, pre-show
content and event cinema content can be delivered to the-
aters for presentation. Features and pre-show content
technicallycan be delivered by satellite, over the Internet,
through physical delivery of hard drives, and by other com-
parable means. Only event cinema necessitates real-time
or near-real-time delivery. Features and pre-show content
typically are intended to be delivered as encrypted Digital
Cinema Packages (DCPs), with the content keyed to par-
ticular security elements (Media Blocks) in licensed
servers and projectors. Keys to decrypt the content are
delivered as Key Delivery Messages (KDMs). By the
mid-2000s, the D-Cinema standards were sufficiently
complete that conversion of some theaters could begin.
By the end of the decade, D-Cinema standards and
technology were sufficiently mature that mass migration of
theaters from film projection to digital projection could
and did proceed at a rapid pace.

During the 2000s, raster-based television systems
made another advance from 1080-line interlaced high
definition images to 1080-line progressively scanned
images—so-called “Full-HD” images. This change re-
quired a 59.94 Hz frame rate, as opposed to the 29.97 Hz
frame rate of the previously implemented interlaced
scheme. The result was the need for double the data rate
(or bit bandwidth) of the delivery channel in production
and post production processes. As a consequence, the
Serial Digital Interface (SDI) system was extended further,
in new standards for the purpose—first using a pair of
1.5 Gb/s links in parallel, synchronized (“dual-link”) oper-
ation and then using a single link operating at 3 Gb/s. The
new SDI variants essentially multiplexed together two
HD-SDI streams in a way that made it easy to control the
relative timing of the two components of the 3 Gb/s stream
in the same way that function had been handled in the
original HD-SDI structure. The standard was well re-
ceived, equipment became widely available, and the use of
3 Gb/s proliferated in new installations and infrastructure
refreshes done during the period.

Another of the “eXchange Formats” spawned by the
work of the TF-HS is the Archive eXchange Format
(AXF). Its development began in the mid-2000s and con-
tinued into the mid-2010s. AXF fundamentally defines a
wrapper designed to permit creation of AXF Objects that
can carry multiple, related files in a single structure. The
structure provides an internal, light-weight file system, en-
abling establishment and maintenance of hierarchical rela-
tionships between files and folders, as would be typical in
a file system. By virtue of the AXF structure, however,
AXF Objects are abstracted from the hardware, operating
systems, file systems, and applications on which they origi-
nally were created. Such abstraction protects the content
by making it possible to recover the content of AXF
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Objects without requiring use of the archive systems that
created the archives, or even of any archive system. Rela-
tively simple utilities can be created to recover AXF
Objects just from the standards documentation, and suc-
cessful interchange of AXF Objects was demonstrated
using a system developed in such a “clean-room” environ-
ment. This means that AXF Objects are protected from
obsolescence of the systems on which they were created,
the failure of archive system vendors to keep their systems
operable on later generations of equipment, or even the
disappearance of the archive system vendors altogether.
Consequently, there can be no unintentionally orphaned
archives.

AXF provides for unlimited storage of content. The
sizes of files are unlimited, the numbers of included files
in AXF Objects are unlimited, the numbers of AXF Ob-
jects stored on specific media are unlimited, and so on.
Tools are available in AXF to deal with all of the storage
and maintenance functions that are needed for archives.
For example, media spanning through definition of
Spanned Sets can provide unlimited storage space,
thereby enabling the unlimited numbers and sizes of the
files stored in AXF Objects. Once created, AXF Objects
are treated as immutable, but they nevertheless can be
modified by the creation of versions through use of Col-
lected Sets that enable compilation of Product Objects
from multiple members of those Collected Sets. Subse-
quent AXF Objects in a Collected Set carry any new files
required by processing instructions to ADD, REPLACE,
or DELETE files found in earlier AXF Objects in the
Collected Set. Through this arrangement, all content to
recreate any version of a Collected Set remains available,
and any version can be recreated through a simple compi-
lation process up to the version desired.

In addition to its various other features, AXF sup-
ports a wide range of metadata that can be associated
with each of the files contained within an AXF Object
or with an AXF Object itself. Each of the files stored in
an AXF Object has a File Footer created as an XML
data structure. A File Footer has certain specified re-
quired and optional metadata, and it also has provisions
for user-added metadata of any sort a user may wish to
preserve. Additionally, AXF Objects provide Generic
Metadata Containers that can be repositories for any
metadata that a user may wish to associate with an
overall AXF Object rather than with a particular file. All
of the relationships between metadata and either the as-
sociated files or the AXF Objects are maintained
through the entire preservation process by virtue of the
positioning and binding of the metadata within the
AXF Object structures.

Supporting Large-Scale Versioning and
Just-in-Time Post-Production (2010s)
An important change in the production and delivery of
content that occurred largely in the first half of the decade

of the 2010s was the requirement for many specialized
versions of motion pictures or of television programs to
be created and delivered. Some of the versions were
needed to support multiple languages, while other
versions were needed to support different presentation
environments, such as theaters versus airplanes or pre-
sentation in one country having editorial restrictions ver-
sus presentation in another country that had no such
restrictions. The first implementation of large-scale ver-
sioning was in D-Cinema, where collections of assets in
DCPs could include one or more Composition Play
Lists (CPLs) that permitted many variations of final
product from a single distribution. The answer to the
need for so many different versions (some productions
require as many as 80 languages, just to start, which,
when multiplied by all of the other variations can lead
to 35,000 versions or more) has been the Interoperable
Master Format (IMF). IMF provides a mechanism for
describing the assembly of content versions from the
components necessary to create them. Thus, all of the
components necessary to create all of the versions of a
particular television program or motion picture can be
made accessible to a system that will construct a com-
pleted product for delivery. As a completed product is
needed, it can be constructed in the form needed based
on a set of instructions for the particular version. Such
sets of instructions will have been created in advance for
each version to be offered for delivery. The sets of in-
structions comprise CPLs to combine and synchronize
track files and Output Profile Lists (OPLs) to define the
output processing needed to deliver content in desired
sets of formats. IMF can be useful not just for reducing
storage space for large sets of versions of large content
items; it also can be used to assemble content for just-
in-time delivery by video-on-demand services when a va-
riety of versions must be delivered.

Another trend in the 2010s was development of
methods for carriage of television signals using Internet
Protocol (IP) methods. The SMPTE 2022-series docu-
ments, in particular, provided methods for delivery of
video, audio, and other data in packetized form that
could be transported either through conventional IP
data routers and channels or through specialized equip-
ment that was better suited to the purpose and would
deliver higher performance. The 2022-series documents
included methods for packetization of content data and
also for error protection of the data as it traversed net-
works that subjected it to losses of content. At the
middle of the decade, efforts were under way to find
methods for application of IP technology in studio set-
tings and to meet studio functional needs. Primary
among these was the requirement to switch between
packetized IP sources sufficiently synchronously as to
be useful in program production or in content delivery
operations. At the time of this writing, solutions still
were being sought.
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At the middle of the 2010s, considerable interest in
and work on raster-based content transport continued as
the SDI family was being extended further. Driving the
need for extension was a movement toward Ultra High
Definition (UHD) television by the consumer electronics
industry. UHD-TV was defined in two versions—UHD-1
and UHD-2, representing image sizes of 4× HD resolu-
tion and 16× HD resolution, i.e., corresponding to 3840
� 2160 pixels and to 7680 � 4320 pixels, respectively,
and generally referenced as 4K and 8K UHD. For 4K
UHD, carriage could be in SDI extensions running ap-
proximately at 6 Gb/s and at 12 Gb/s. For 8K UHD, if all
parameters were pushed to their extremes, up to 192 Gb/s
could be needed, but current systems operating at 8K res-
olution were not pushing the extremes, thereby reducing
the required total bit-rate, and also were operating using
parallel (multi-link) data transmission channels to increase
achievable data rates.

Finally, continuing in the mid-2010s was work on a
new use for the Archive eXchange Format (AXF)—an ex-
tension to AXF to enable its use in production and post-
production workflows.

The extension for use in workflows was to facilitate the
management and transfer of files and the collection of
metadata long before there was any need for archiving of
the multiple files likely to be associated with any given
production project. A “Wrapped” AXF Object collects all
of the content needed for archival purposes, stores it to-
gether in one place in a defined structure, and also pro-
vides for additional metadata desired to be retained by the
user. An “Unwrapped” AXF Bundle is a structure that
provides a Manifest of files included in the Bundle, a set
of pointers to the locations of the files (which need not be
stored together in one place), a File/Folder XML struc-
ture to establish relationships between the multiple files,
even though they may be stored in various locations, and
a sidecar file structure and binding mechanism for collect-
ing and transporting metadata related to the files in the
Bundle or to the Bundle itself. The scheme solved the
problem of binding metadata to essence and keeping
them bound during processing and also provided instruc-
tions on how the metadata from AXF Bundles was to be
used to populate the File Footers and Generic Metadata
Containers once the content was wrapped into AXF Ob-
jects. The AXF Bundle structure and its sidecar files es-
sentially provide the opportunities to create “digital birth
certificates” for essence as it is created and, in fact, even
to collect provenance information “pre-birth,” then to re-
tain that metadata through the entire production and
post-production processes until the content is ready to be
archived in an AXF Object, at which point its storage
within the AXF Object is prescribed.

Summary
As has been shown, the digitization of technical systems
and content within the scope of SMPTE went on for

roughly half of the Society’s first century of existence
and continued into its second. Starting from small, tan-
gential references and descriptions in the SMPTE Journal
and continuing until practically everything with which
SMPTE became involved was digital in nature, the tran-
sition was inexorable and complete. There was no part
of SMPTE or its areas of interest that were untouched
by the digitization of the motion imaging industries. The
Society and its members made some mistakes and
learned a lot along the way, but ultimately they were
successful in the conversion from analog to digital tech-
nologies and methods and from raster-based to file-based
workflows during that half-century. Obviously, there was
more to come.
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SMPTE Centennial: Closed Captioning and
Video Description—A Brief Historical Perspective
By Mark Turits

Abstract
To mark the occasion of the SMPTE Centennial year in 2016,
this article covers some of the history andmilestones in accessibleme-
dia for the film and television industries that have made closed cap-
tioning and video description a reality for deaf and hard of hearing,
as well as for blind and visually impaired consumers around the
world. The FCC recognizes the SMPTE Timed Text (SMPTE-
TT) standard as a “safe harbor” interchange and delivery format.
SMPTE also makes its standard for closed captioning of online
video content (SMPTE 2052) available free of charge. Contribu-
tions in this area by SMPTEand itsmembers have been recognized
in theU.S.with awards presented to SMPTEby the Federal Com-
munications Commission (FCC) and the National Academy of
TelevisionArts&Sciences (NATAS)EmmyAwards.

Keywords
Broadcasting, digital audio broadcasting,
digital multimedia broadcasting, digital
video broadcasting, satellite broadcasting,
TV broadcasting

Introduction

A
s we celebrate SMPTE’s first
100 years, SMPTE members
can take great pride in their
many contributions to the sci-

ence, technology, and creativity that have
advanced the film and television indus-
tries, including making closed captioning
and video description a reality for deaf
and hard of hearing, as well as blind and
visually impaired consumers around the
world.

The Early Years
When SMPTE was founded 100 years ago in 1916, dur-
ing the silent film era, hearing and/or visually impaired
consumers did not have access to early mass media via
closed captioning and video description.

Silent films were partially accessible to deaf or hard-of-
hearing moviegoers through the use of subtitles to indicate
dialogue, sound effects, and other information for which
there was not yet a technical means to deliver audio.
However, live music and live sound effects, essential ele-
ments of these early creative works that provided atmo-
sphere and emotional cues, were available only for the
hearing audience.

With the 1927 release of The Jazz Singer as the first
feature film to utilize the new technology of synchronized
sound, blind consumers suddenly had access to motion
pictures, although this was limited to the audible portion
of the movie, which provided no description of the visuals
on the screen (e.g., actor’s faces and emotions, scene set-

tings and locations, and action).

Captioning for Film
In 1950, the private nonprofit Captioned
Films for the Deaf (CFD) was estab-
lished to provide limited access to mo-
tion pictures by providing subtitled
Hollywood films to deaf people.

Although the program was initially a
success, more financial support was
needed than could be provided by pri-
vate funds, so advocates for the deaf and
hard-of-hearing lobbied Congress, and in
1958, the CFD program became federal
Public Law 85-905. The private corpora-
tion dissolved, federal funding was made
available, and the new federally run
CFD commenced operations.

This program continued to evolve as
new consumer technologies came into

the marketplace (e.g., VHS videotape, DVDs, and stream-
ing video). It developed an increased focus on accessible
media for K-12 students, and in 2006, it began serving
students with vision and hearing loss. With another name
change to the Described and Captioned Media Program,
this program is now administered by the National Associa-
tion of the Deaf.
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Closed Captioning for Television and the
Internet
In January 1972, the National Association of Broadcasters
established a subcommittee to develop standards for a tele-
vision captioning system for the deaf and hard-of-hearing.
This led to the first on-air demonstration of a completely
captioned television program in February 1972 at Gallau-
det College (nowGallaudet University), when the National
Bureau of Standards and ABC presented TheMod Squad.

In December 1976, the Federal Communications
Commission (FCC) granted permanent authority to the
Public Broadcasting System (PBS) and other broadcasters
to televise closed captions, utilizing line 21 of the vertical
blanking interval. PBS engineers then developed the cap-
tion editing consoles that would be used to caption prere-
corded programs, the caption encoding equipment that
broadcasters and others would use to add captions to their
programs and prototype decoders.

In 1979, an independent nonbroadcast and not-for-
profit entity, the National Captioning Institute (NCI), was
created to further develop television captioning and, most
importantly, to develop consumer television closed-caption
decoding equipment with the mandate to have decoders
manufactured and sold.

On 16 March 1980, off-line closed captioning debuted
in the U.S. This was followed in 1981 with realtime live

closed captioning, which by 1982 was in regular use
(Figs. 1 and 2).

The original TeleCaption decoder developed by NCI
went on sale in 1980, in the form of a set-top box (STB),
and it was also built into a limited number of televisions
sold by Sears (Fig. 3). While the aggregate sales of all these
units were estimated to have been about 350,000, they fell
far short of the potential consumer market that at that time
was estimated to have been more than 22 million people.

This all changed when Congress passed the Television
Decoder Circuitry Act of 1990, which mandated that, be-
ginning in August 1993, television receivers sold in the
U.S. with picture screens 13 in. or larger have built-in de-
coder circuitry designed to display closed-captioned televi-
sion transmissions. Within a few years, virtually every
television set sold in the U.S. had the capability to display
closed captioning.

During the 1990s, the number of captioned television
hours in the U.S. continued to grow on broadcast and cable
television. By the mid-1990s, close to 100% of broadcast
television programmingwas voluntarily closed captioned.

In 1996, Section 713 of the Telecommunications Act
of 1996 required a phased-in period beginning 1 January
1998. By 1 January 2006 and thereafter, 100% of a pro-
gramming distributor’s new nonexempt video program-
ming must be provided with captions. This applied to
broadcast and cable program distributors, as well as locally
produced programming (e.g., local news and sports) by af-
filiates of the major national broadcast television networks
(e.g., ABC, CBS, Fox, and NBC), in the top 25 television
markets, as defined by Nielsen’s designated market areas.

On 8 October 2010, President Obama signed the 21st
Century Communications and Video Accessibility Act
(CVAA), which addressed both closed captioning and
video description. This act expanded requirements for
video programming equipment and required closed cap-
tioning on certain internet programming. Since a phased-
in period that began in 2012, video programming that
aired on television with closed captions must also be
closed captioned when distributed on the internet as a full
episode. This has also been extended to include various

FIGURE 1. Realtime live stenocaptioning setup. Photo
courtesy: National Captioning Institute.

FIGURE 2. Off-line captioning setup. Photo courtesy:
National Captioning Institute.

FIGURE 3.Early standaloneSTBTeleCaption 4000Closed
CaptionDecoder.Photo courtesy:National Captioning Institute.
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categories of program clips. It also required that any
equipment, including computers and mobile devices, that
shows TV programs must also be capable of displaying
closed captions.

In February 2014, the FCC issued a Report and Or-
der, which established new standards and rules for ensur-
ing quality closed captioning in terms of accuracy,
synchronicity, completeness, and placement, as well as
outlining captioner and video programmer best practices.

There is an emerging technology for generating closed
captioning called “re-speaking” (Fig. 4). Instead of a steno-
captioner entering in realtime a phonetic transcription with a
22-symbol keyboard, a single speaker repeats or “parrots” the
program dialog, sound effects, and musical lyrics, along with
punctuation and other essential program-related caption ele-
ments, commands, and macros, into a microphone where it
goes through a speech-to-text engine which has been trained
to recognize the individual respeaker’s voice. When per-
formed properly, the resultant realtime captions can be equiv-
alent to those performed by a traditional stenocaptioner.

Video Description
Video description is audio-narrated descriptions of a televi-
sion program’s key visual elements, including actions, cos-
tumes, gestures, and scene changes. These descriptions are
inserted into natural pauses in the program’s dialogue. Video
description makes television programming more accessible
to individuals who are blind or visually impaired (Fig. 5).

A carefully written script is prepared by a trained de-
scriber, read by a professional narrator, and mixed in a
professional audio production suite for broadcast-quality
results. A full mix, consisting of the main program audio,
is combined with these narrated descriptions that are typi-
cally then laid back onto a designated audio track (e.g.,
secondary audio program or SAP), which can be accessed
by those consumers who require this service.

In the U.S., in 2000, the FCC adopted rules requiring
larger broadcasters to provide 50 hr per calendar quarter
of video-described programming, but in 2002, a Federal
Appeals Court struck down the requirement, saying the
FCC had no statutory authority to adopt the rule.

Under the CVAA, Video Description rules were reestab-
lished in 2012 to ensure the accessibility, usability, and af-
fordability of broadband, wireless, and internet technologies
for people with disabilities. Congress reinstated the mandate
to provide 50 hr per calendar quarter, or approximately 4 hr
per week, as required by the FCC to affiliates of the top
four commercial broadcast networks (ABC, CBS, FOX,
and NBC), which are located in the top 25 television mar-
kets, and the top five nonbroadcast cable networks (cur-
rently Disney Channel, History, TBS, TNT, and USA).

In the U.S., on 1 July 2015, the requirement to provide
video description was extended to affiliates of the top 4
broadcast networks located in the top 60 television markets.

Subscription TV systems (offered over cable, satellite,
or the telephone network) with 50,000 or more sub-
scribers must also carry video description.

Other broadcast networks,manyPBS stations, nonbroad-
cast cable networks, and streaming services also voluntarily
provide varying amounts of video-described programming.

Closed Captioning and Audio Description for
Motion Pictures and Theatrical Exhibition
Closed captioning and audio description (another widely
used term, interchangeable with “video description”) for
the motion picture and theatrical exhibition industries
have also become increasingly available in recent years.

Technology with applications more specific to theatrical
exhibition is utilized to make feature films and other con-
tent accessible to audiences with disabilities. In the U.S.,
the National Association of Theatre Owners (NATO) and
the Motion Picture Association of America (MPAA) con-
tinue to work with national advocacy groups representing
the deaf and hard-of-hearing and blind and visually im-
paired consumers to voluntarily advance this effort. In
November 2014, an agreement was announced to file joint
recommendations with the Department of Justice (DOJ)
regarding its Notice of Proposed Rulemaking (NPRM) on
captioning equipment in U.S. movie theaters.

On 18 November 2015, this resulted in the DOJ adopt-
ing a Second Report and Order on Reconsideration and a
Second Further NPRM to implement these rules.

FIGURE 4. Respeaking closed captioning setup. Photo
courtesy: Ericsson Inc.

FIGURE 5. Video description: Video description recording
session. Photo courtesy: Bridge Multimedia.
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International
Closed captioning and video description are also available
to varying degrees on a voluntary and regulated basis in
many other countries. While it is more prevalent in North
America, the U.K., other parts of Europe, and Australia,
accessible media is emerging throughout the rest of the
world.

Before the debut of closed captioning in the United
States, Teletext was developed in the U.K. as a precursor
to the World Wide Web. Teletext as subtitles for deaf and
hard of hearing consumers were also provided for many
years by services such as Ceefax in the U.K., Antiope in
France, Telidon from Canada and NABTS, the North
American Broadcast Teletext Specification in the U.S.,
which was short lived 1983–1986.

SMPTE’s Contributions
SMPTE and its members have contributed much to all of
the technological developments and workflows which have
enabled closed captioning and video description.

SMPTE has been a leader in advancing the accessibility
of closed captions in the world of broadband/internet-based
video. In 2011, a Broadband Content Captioning ad hoc
group (AHG) was established in the SMPTE Technology
Committee onTelevision and BroadbandMedia (24TB).

The FCC recognizes the SMPTE Timed Text
(SMPTE-TT) standard as a “safe harbor” interchange
and delivery format. This means that captioned video con-
tent distributed via the internet using SMPTE-TT is com-
pliant with the CVAA.

As part of this effort, SMPTE also makes its standard
for closed captioning of online video content (SMPTE
2052) available free of charge.

SMPTE-TT is used in production environments to re-
purpose television content for internet use and is em-
ployed by a growing number of video services and
internet video players. SMPTE-TT is the basis for subti-
tles and captions in the Digital Entertainment Content
Ecosystem’s UltraViolet™ format for commercial movie
and television content, and it shares a common base with
subtitles for internet-delivered television in the U.K. and
other European countries.

On 19 December 2012, SMPTE was honored by the
FCC with a Chairman’s Award for Advancement in Ac-
cessibility for its development and contribution of the
SMPTE-TT standard for captioning of video content dis-
tributed via the internet.

In January 2016, the National Academy of Television
Arts & Sciences (NATAS) awarded SMPTE an Emmy
Award for Technology and Engineering for its work on
“Standardization and Pioneering Development of Non-
Live Broadband Captioning.” The award was presented
to SMPTE, Netflix, Home Box Office (HBO), Tele-
stream, and the World Wide Web Consortium (W3C)
during the 67th Annual Technology & Engineering
Emmy Awards Ceremony.

Given the achievements in closed captioning, video de-
scription, and other aspects of accessible media in
SMPTE’s first 100 years, SMPTE’s next 100 years hint at
even more advancements in this important area.
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Forty Years of Television Progress: Television
Technology Highlights from 1976 to the Present
By James E. O’Neal and Harvey Arnold

Abstract
The July 1976 SMPTE Journal celebrated
television’s technological growth and develop-
ment with a time line and article (“101
Years of Television Technology”) byRichard
S. O’Brien and Robert B. Monroe that de-
picted and described significant milestones
between 1875 and 1976. In celebration of
the Society’s 100th anniversary, the authors
wish to continue that time line to cover the
40 years that have passed since publication
of the O’Brien and Monroe article.
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Introduction

T
he Society of Motion Picture and Television En-
gineers marked a significant milestone in mid-
1976; the organization was rapidly approaching
the 60th anniversary of its founding, and to com-

memorate this event, the July issue of the SMPTE Journal
that year carried several articles of a historical nature re-
flecting on the progress made during the past 60 years or
more in various areas of technology associated with the
film and television (TV) industries. One of these—
“101 Years of Television Technology,” authored by
Richard S. O’Brien and Robert B. Monroe, with input
from Charles E. Anderson and Steven C. Runyon—
provided a time line of significant developments and events
occurring between 1875 and 1976, along with a fairly de-
tailed description of some of the more important progress
in the field of TV associated with these developments.

Time and progress do not stand still,
and as our Society now approaches its
100th anniversary, it seems only fitting
that the time line compiled by O’Brien
and Monroe should be updated and ex-
tended into 2016, as some very radical
and far-reaching changes have taken
place in the industry in the intervening
40 years.

In the 1976 article, the authors exam-
ined 15 different categories:
— Ideas
— Mechanical TV
— Electronic TV
— Field sequential color
— Compatible color
— Camera tubes
— Display devices
— Longitudinal and miscellaneous video-

tape recording technologies
— Transverse scan videotape recording technology
— Helical scan videotape recording technology
— Film technology
— Transmission and distribution
— Broadcasting
— Film
— Digital technology

Obviously, some of these categories, such as longitudi-
nal video tape recording, did not survive for very long
and hence there will be no discussion of such technolo-
gies. However, several of the subject areas identified by
O’Brien and Monroe still remain valid well into the 21st
century.

State-of-the-Art TV Circa 1976
Concurrent with the publication of the July 1976
SMPTE Journal, the U.S. marked the 200th anniversary
of its founding with large celebrations occurring from
coast to coast. Americans and others around the world
were able to watch these parades, speeches, firework
displays, and allied events in full color and in real time
via both the domestic and international geosynchronous
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satellites that were in place then. In beginning our trek
across the past four decades, a useful point of origin
would be a description of the TV equipment, technolo-
gies, and techniques used in covering this bicentennial
celebration.

As most action took place outside studios, mobile pro-
duction vehicles had to be deployed, and this required a
great deal of planning in terms of parking, electrical mains
connectivity needed to supply the demands of the large
amount of power-consumptive equipment in the truck
(generators were something of a last resort then), and
audio/video connectivity with the station or network carry-
ing the remote programming (Fig. 1). This usually requir-
ed weeks to establish microwave paths and relay points, or
to work with local telephone companies and the AT&T
Long Lines division to set up signal pathing prior to the
planned broadcast.

Although “minicams” were beginning to appear on
the TV landscape in 1976 (Fig. 2), they were not yet in
widespread use; the majority of such a special event cov-
erage would have been accomplished with conventional
studio cameras and lenses (typically 10:1 zoom models).
Camera heads weighed in the 100 lb (45 kg) range (or
more) and required the services of several muscular indi-
viduals to mount on tripod or pedestal heads. In some
cases, the hire of a small crane was necessary to place a
camera on an elevated vantage point. Connectivity be-
tween cameras and their associated control and shading
units in the truck was achieved via heavy and bulky mul-
ticonductor cables (TV-81) that contained a mix of six
coaxes and upwards of 70 individual conductors. These

cables had the girth of an extra large garden hose and
weighed so much that it was impossible for the average
person to lift and carry a 100 ft (30 m) length. (Triaxial
cable for camera connectivity was available in 1976 but
was not in widespread use.)

Cabling inside the truck or trailer was equally involved,
as most camera processor units required sync, horizontal/
vertical drive and blanking, color subcarrier, and “burst
flag” signals to be delivered via individual coaxes. Equally
cumbersome was the process of timing camera and other
signals to the production switcher, which involved

FIGURE 1. A 1970s vintage remote truck.

FIGURE 2. RCA’s TKP-45 “minicam” was released in 1975 and
saw much during the 1970s and beyond. With lens and viewfinder,
it weighted 25 lb and required an external power source.
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identifying the piece of equipment with video with the lon-
gest internal processing delay and adding lengths of coax-
ial cable or “lumped delays” to other signals to match
their arrival at the switcher to that signal. This was a labo-
rious process that involved the removal of small portions
of cable in a “cut and try” procedure to ensure not only
that there was no horizontal shift between video sources
but also that the color subcarrier was correctly phased.
Fortunately, this operation had to be done only once
when the outside broadcast (OB) vehicle was being ini-
tially equipped; however, if pieces of equipment were
substituted or otherwise replaced, this “cable pruning”
had to be repeated.

Once the truck’s cameras were deployed (five or six was
usually the upper limit even for a large OB trailer due to
size and weight of the support equipment and heavy coax-
ial cable), they had to be lined up before being placed on
air. This involved the services of both a camera operator
and a technician inside the vehicle, with numerous adjust-
ments necessary to ensure good horizontal and vertical
scan linearity, registration of images between color channel
pickup tubes, and “matching” of individual camera color-
imetry and grayscale tracking to ensure that there were no
color shifts between units. Such “setup” operations could
take hours and had to be checked at regular intervals prior
to “air” to make sure that nothing had drifted. Once the
show began, the camera “shader” was kept busy adjusting
black and white levels as cameras moved and subject mat-
ter and lighting conditions changed.

Production switchers in 1970s vintage mobile produc-
tion vehicles were not especially large or sophisticated,
possibly having a dozen or so inputs and perhaps two or
three mix effects (M/E) buses (Fig. 3).

Audio mixing equipment was, in most cases, equally
small in scale and unsophisticated.

Video and waveform monitors were kept to a mini-
mum due to the bulk and weight of their cathode ray
tubes (CRTs).

Communication between operating personnel was usu-
ally limited to a “party line” system, with switching between

two buses: “engineering” and “production.” Intercom “belt
packs” were nonexistent; camera operators plugged their
headsets into jacks that were part of the camera head, with
connectivity to the truck part of the camera umbilical.

Video/audio routing within the van was usually limited
to patch panels or perhaps some “10-X”-type pushbutton
switchers being fed from distribution amplifiers.

As mentioned, OB video and audio signals were
relayed to network centers or local broadcasters by micro-
wave radio links or telephone company–supplied coaxial
and twisted-pair cables. Video arriving at these distribu-
tion or transmission facilities was typically passed through
a processing amplifier to replace synch and color burst sig-
nals that might have become degraded in transmission. As
this incoming video was asynchronous to in-plant signals,
broadcasters had two methodologies available when it was
desired to mix this remote video with local sources. While
frame synchronizers were available in 1976, they were few
in number due to cost. A more common way of bringing
in-house and out-of-house video into synchronization was
to “genlock” the plant synch generator to the remotely
generated video. (This was not without some amount of
concern though, as it caused perturbation of studio synch
signals during the locking period; and had the external
video/sync signal been interrupted, even more perturba-
tion resulted.)

Although electronic character generators were available
in the mid-1970s, they were not universal, and some
operations still resorted to adding “lower thirds” text
from 35 mm photographic “slides” containing images of
“press-on” lettering or hand-drawn artwork. These slides
were scanned via a telecine camera.

The addition of other enhancements and embellish-
ments to video from the field was equally limited, as dig-
ital video effects generators were still in their infancy,
very expensive, and basically limited to “squeezes” and
rotation.

Signals flowed in both OB vans and studio facilities in
analog format, with any digital circuitry basically limited
to signal processing and sync generation operations.

FIGURE 3. Video switching operations in a 1970s vintage remote production truck.
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“Packaged” bicentennial content was relayed to net-
work affiliates across the U.S. via AT&T Long Lines,
which relied on a hybrid network of microwave radio and
coaxial cables spanning the country. Satellite connectivity
was available, but due to the limited number of spacecraft
and transponders and the size and expense of earth sta-
tions, this was quite a costly and involved proposition.
However, this was the only choice available for relaying
programming to broadcasters in other countries wishing
to carry celebration events in real time.

Signals left the U.S. in 525/60 NTSC format, and if
the foreign broadcaster they reached operated with a dif-
ferent standard (i.e., 625/50 Phase-Alternation Line
[PAL] or Séquentiel Couleur Avec Mémoire (sequential
color and memory [SECAM]), standards conversion was
necessary. Electronic conversion was available, but optical
converters (cameras shooting monitors) were still in use at

some facilities. Again, due to complexity and cost, stan-
dards convertors were usually found only at large network
or telecommunications facilities.

Signals transmitted from either U.S. domestic or for-
eign broadcasters reached home viewers via over-the-air
transmissions or, in some cases, via cable systems. Con-
sumer NTSC, PAL, and SECAM viewing devices all uti-
lized tricolor CRT displays (the very wealthy might own
an early video projection system, but this was CRT-based
as well), and accompanying audio was limited to a single
channel. In addition, while some viewers of this unfolding
200th birthday spectacle might have desired to preserve
portions of the TV coverage for later viewing, the number
actually being able to do this was very limited due to the
very high price of recording devices and media available
to consumers in 1976.

Such was the TV landscape 40 years ago.

FIGURE 4. A typical studio control room in the 1970s. (The studio lighting control
console is on the left, the production switcher in the middle, and the audio mixer
on the right.)

FIGURE 5. A 21st century “expando” remote production vehicle. Its capabilities
would dwarf those of even a large TV station in the 1970s.
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Let us “fast-forward” to 2016 and examine how out-
side events of a U.S. 240th birthday party might be cov-
ered by TV.

Remote Broadcasts Circa 2016
Large remote vans would still be used for some of the big-
ger celebrations; however, the van’s equipment and its ca-
pabilities would likely overwhelm operators from 40 years
earlier (Fig. 4). Gone are the big and finicky cameras and
their large and heavy cables, which have been replaced by
much smaller and lighter units that provide up to 4 K reso-
lution and need very little in the way of operator setup and
attention. Lighting is no longer the limiting factor it once
was either, with today’s cameras being able to make very
acceptable pictures with very low levels of subject illumina-
tion. Connectivity is via lightweight copper or fiber-optic
cable for fixed cameras, and wireless ra-
dio-frequency (RF) links for handheld
units. Camera lenses have changed dras-
tically too, with zoom ranges of 100:1
not atypical with color and tonal render-
ing that would have been unimaginable
in 1976. Equally unimaginable would be
the image stabilization and autofocus
features that are commonplace today, as
well as the resolving power needed for
high-definition (HD) and ultra-high-def-
inition (UHD) TV.

Vacuum tubes are not to be found at
all: camera pickup tubes have been re-
placed by tiny solid-state imaging de-
vices, and the CRTs formerly used in
picture and waveform monitors are now
only items of historical interest. Flat-
screen displays driven by multiviewer
signal combiners allow the director and
others in the truck to view as many sig-
nals as they desire. Coverage of events
is much more interesting and compelling too, as many
more cameras can be deployed due to these technological
advances.

The production switcher has grown proportionally to
accommodate such multiple video sources. The typical
2016 OB van switcher and its capabilities would
completely dwarf those of even the largest studio switchers
available in 1976.

Videotape recorders (VTRs) are missing entirely from
the van of today; there is far more recording and playout
capability available in the form of clip servers than could
have been accommodated or even imagined in an OB ve-
hicle 40 years ago.

Signal routing capability in a typical large production
vehicle of today is far, far greater than that available even
in network centers four decades ago, with switching and
manipulation of multiple levels of audio and other signals.

The intercom system has grown too, with a switching
matrix all its own and multiple buses. Connectivity with
camera operators and others with belt packs is accom-
plished wirelessly. Intercom audio quality is equal to that
of program circuits.

Audio has changed too, with very large digital mixing
desks being the norm to accommodate multiple source
“surround” requirements.

Some of the latest trucks have even dispensed al-
most entirely with the bulk and weight of traditional
coaxial and shielded twisted-pair cables by moving to
IP connectivity.

Getting a signal back to a broadcast center has been
greatly simplified by the use of satellites and associated
small and lightweight uplink packages. Fiber connectivity
crisscrosses the nation and the oceans as an alternative to

satellite linkage. Smaller celebratory
events might even be covered by a single
camera operator with wireless connectiv-
ity via bonded cellular technology, or
even by the use of established Wi-Fi “hot
spots.”

The Modern TV Revolution
Although a complete and workable TV
production system existed in 1976, it was
manpower-intensive, very expensive to
operate, and lacked the capabilities that
exist even in today’s consumer equip-
ment. Just as O’Brien and Monroe did in
their 1976 SMPTE Journal article, we will
examine some of the technological devel-
opments and changes that have moved
TV forward. We should like to note,
however, that to fully document every ele-
ment contributing to the digital HD sys-
tem that we enjoy (and largely take for
granted) today would require far, far

more space than is available in these pages. To discuss all
of the developments that have occurred in the past 40 or
so years and explain their origin and significance in creat-
ing modern TV would require hundreds of thousands of
words and a correspondingly great number of pages. We
will limit our discussion accordingly, highlighting just a
small number of those developments. Even this is a diffi-
cult task, for, quite surprisingly—especially in today’s
world of instant access to a very impressive amount of
stored information—there are some noticeable gaps, mak-
ing it difficult in some cases to establish key dates of de-
velopments or even those responsible for them. While a
great deal of investigatory effort has gone into making the
time line presented with this article as accurate as possible,
there are some cases in which a date has had to be ap-
proximated due to conflicting information in reference
sources. Quite surprising, too, is the lack of photographs
available for documenting much of TV’s progress during
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the past four decades. We had hoped to provide many
more photographic illustrations to accompany our his-
tory, but despite a very involved search, very little has
turned up in the way of usable artwork. A common re-
sponse has been that original photographs have simply
been discarded, as they were thought to have been of
little value.

Where Did It Start?
The main catalyst for moving beyond the era of an-
alog TV is most certainly traceable to the develop-
ment of the integrated circuit in the 1960s, and
especially to the microprocessor devices that were
created in that movement. In 1976, Intel’s third
such device (and second 8-bit processor), the 8080,
was barely two years old, and prices were quite high
(more than $1,700 in today’s money), making it
more of a curiosity than an element to be incorpo-
rated in circuit designs. However, Intel soon began
to license the technology, and other manufacturers
(notably Motorola, RCA, and Signetics) released their
own microprocessors, and prices fell sufficiently to make
the device attractive to a number of designers, including
some in the broadcast sector. Equally pricey at that time,
and not especially reliable, were solid-state “memory”
devices—random access memory or “RAM” chips. How-
ever, this situation changed too, and within a few years,
more broadcast equipment manufacturers were moving
to digital designs and using software-driven approaches
to signal processing and numerous other operations, in-
cluding video editing, camera setup, special effects genera-
tion, graphics creation, and much more. Today, it is
virtually impossible to find any broadcast product that
does not employ one or more microprocessors.

Camera Technology
Another form of integrated circuit that has
helped to move TV forward is the charge-
coupled device (CCD). It was originally de-
veloped as a shift-register type of storage in
the late 1960s, but soon found its way into
imaging applications. Prior to the arrival of
the CCD imager, the 1 in. “Plumbicon”
lead oxide pickup tube was considered an
industry standard, with several companies li-
censed to manufacture such devices (Fig.
6). By 1976, a slightly smaller (2/3 in.) ver-
sion had also emerged and became the de-
vice of choice for portable electronic news
gathering/electronic field production (ENG/
EFP) cameras. In the following years, de-
signers of camera pickup tubes kept improv-
ing and innovating, with the development of
technologies such as the diode gun Plumbi-
con, bias lighting, the Saticon, and the
High-gain Avalanche Rushing amorphous

Photoconductor (HARP) pickup tube target structure.
However, the role of such imaging devices in TV was des-
tined to change, and by the 1980s, work had been under-
way for some time on a solid-state imager based on CCD
principles. An early first manifestation of these research
and development efforts in the commercial TV arena
came at the 1983 SMPTE conference, with both RCA
and NEC demonstrating CCD-sensor cameras (Fig. 7).
Rank Cintel also presented a paper on a CCD telecine im-
plementation and demonstrated a working model. The fol-
lowing year, RCA had improved the technology to the
point that the company began taking orders for CCD
ENG cameras. The trend away from tube imagers contin-
ued to grow, and by 1990, CCD cameras completely over-
shadowed tube types at the annual National Association of
Broadcasters (NAB) Show, with only one manufacturer

FIGURE 7. Larry Thorpe with the first “chip” imager broadcast TV
camera, RCA’s CCD-1. It was first shown at the 1983 SMPTE
conference.

FIGURE 6. Color camera setup and shading operations in the 1970s. (These
camera control units (CCUs) were used with Norelco PC-70S cameras.)
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showing a new tube model that year. In just a few more
years, it would be impossible to even purchase a new tube-
type TV camera.

Imaging devices were not the only things changing in
the TV camera world. There was also a push for improved
image quality and better audio (Fig. 8).

Ideas and Advanced Technologies
Initially, such efforts centered on optimizing existing
color TV systems. It was recognized that the presence
of the necessary color subcarrier component in NTSC
and PAL systems was responsible for much image degra-
dation due to the necessity for restricting high-frequency
luminance information in TV receivers in order to mini-
mize luminance/chroma interactions. A major improve-
ment in display devices resulted from the implementation
of comb filtering technology in this area. Another
approach—again recognizing the degradation caused by
chroma subcarrier component—took the form of keeping
red, green, and blue (RGB) video signals unencoded for as
long as possible in the content production chain. This
movement, termed “CAV” (component analog video),
blossomed during the 1980s, with equipment manufac-
turers producing CAV switchers and other hardware to fa-
cilitate the creation of graphics rooms and other facilities
where it was desired to work with unencoded RGB video.
Much interest was expressed in CAV technology at the
1983 SMPTE conference, and at the 1985 conference, it
was predicted that CAV would endure for some 10 years
before eventually being replaced with digital video technol-
ogy. Mirroring efforts to improve production of TV con-
tent via CAV, transmission systems were also developed
for delivering unencoded RGB to the home. Multiplexed
analog component (MAC) technology promised much

better end-to-end TV images, and by 1985, the U.S.
Advanced Television Systems Committee’s (ATSC’s)
Enhanced 525-Line Technology Group was evaluating
two such systems for transmission: CBS’s B-TMC
and Scientific Atlanta’s (S-A) B-MAC.1 The following
year, the ATSC’s Technology Group formally recom-
mended the S-A B-MAC system for use in
satellite transmission of video.2 Both NTSC and PAL
B-MAC systems were developed, but their use was lim-
ited to direct-to-home satellite transmissions, as signals
were not backwardly compatible with existing terrestrial
transmission systems.

From TV’s inception onward, audio was referred to as
“video’s poor stepsister.” This also began to change, be-
ginning in the late 1970s with U.S. Public Broadcasting
Service’s (PBS’s) delivery of stereo audio to member
stations through its “DATE” (digital audio transmission
equipment) technology. TV stations were not able to
transmit two channels of audio, though; thus, one of the
channels had to be transmitted by an associated public
radio outlet. This changed in the 1980s, with the Fed-
eral Communications Commission’s (FCC’s) approval
of stereo transmissions by TV broadcasters.

The Move to Digital TV
Even while such improvements for improving television
quality were being made, the realization existed that digital
technology would eventually eclipse analog. More and
more digital technology had been integrated into broad-
cast products such as time base correctors, cameras, audio
and video signal processors, and standards converters,
and a complete movement of video and audio into the
world of digital seemed inevitable. The Society had recog-
nized this as early as 1974 with the establishment of a
study group on Digital Television, and a working group
on Digital Television Standards three years later. Addi-
tional early SMPTE digital involvement included
the creation of a study group on Digital Tape Recording
in 1979. SMPTE was not alone in its investigation of
digital TV (DTV) technology, and during the 1970s,
SMPTE had been engaged in informal interaction with
organizations such as the European Broadcasters Union
(EBU). Such collaborative efforts were formalized in
1980 by the creation of a task force on Component-
Coded Television.3

By 1981, sufficient technology was in place to allow a
full “digital TV station” laboratory to be created at San
Francisco’s KPIX-TV broadcasting facility (Fig. 9).4

Assisted by Ampex, the SMPTE working group on Digi-
tal Video Standards assembled this temporary facility by
using both state-of-the-art and developmental equipment,
which included a live camera, a film scanner, test signal
generators, digital encoding and decoding devices, and a
digital VTR. (RGB signals were delivered from the cam-
era in analog format but were transformed into compo-
nent digital sources for the demonstration.) The event

FIGURE 8. Typical 1970s era TV station master control room.
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was timed to allow attendees at the 15th annual TV con-
ference held in San Francisco to view the setup for them-
selves, and attracted a great deal of attention.

Events, such as this experimental DTV facility, helped
drive home to policy makers, broadcasters, equipment
manufacturers, standards organizations, and others that
the shift to DTV technology was underway and that seri-
ous study needed to be done to map out the best plan for
a digital future.

In the U.S., this need to move away from the NTSC
color standard that had served the country (and a number
of others) beginning in the early 1950s was underscored
by remarks made by the CBS Broadcast Group’s vice
president of engineering and development, Joseph
Flaherty, during an interview at the 1983 NAB Show. He
opined that “the NTSC composite signal [had] moved
from seriously ill to critically ill,” and by 1984, it would
likely be “dead” in terms of signal processing capability.
He concluded, however, that it would still exist as a trans-
mission standard for a long time.5

The 1980s saw increasing interest and activity in
digital broadcast and production technology (Fig. 10),
with some 45 papers on digital technology being pub-
lished in the SMPTE Journal between 1981 and 1985
alone.

This period also saw the development and refinement
of technologies for data compression, without which
broadcast transmission of DTV would have been impos-
sible. These compression technologies began to arrive in
usable form in the early 1990s and set the stage for DTV
broadcasts, allowing 270 Mbit/sec standard-definition
and 1.5 Gbit/sec HD video to be transmitted within ex-
isting U.S. 6 MHz broadcast channels with a digital
throughput of less than 20 Mbits/sec. (Similar reductions
were necessary to accommodate DTV signals in existing

7 or 8 MHz TV broadcast channels used
in other parts of the world.)

Moving into the HD World
The BBC’s launch of the world’s first regu-
larly scheduled TV service in 1936 was also
billed as “the world’s first HD television
service,” and, indeed, it was at 405 lines.
The U.S. was still experimenting with 343-
line video at the time, and no one else was
close to 405 operations either. Ever since,
there has been a push for higher and higher
line counts, with the French launching an
819-line service in the late 1940s. However,
throughout the three decades, the world
seemed generally content with either 525-
or 625-line video. That began to change in
the 1980s, concurrent with the drive for
DTV systems.

Japan’s NHK was an early advocate of
HDTV, beginning work on what became known as
“MUSE” (multiple sub-Nyquist-sampling encoding) in
the early 1980s, and launched an experimental 1 hr satel-
lite-delivered daily broadcast beginning in 1989).6 It pro-
vided 1125/60 interlaced video with a 5:3 aspect ratio but
could not be accommodated in a standard 6 or 7 MHz
TV broadcast channel.

By the mid-1980s, interest in HDTV was running
quite high, as evidenced by the presentation of a large
number of papers on the topic at the fall SMPTE confer-
ence. There was also strong interest in establishing a
global HDTV standard based on the Japanese system.
In 1985, the Advanced Television Systems Committee
(ATSC) prepared a document for presentation at the
CCIR (now International Telecommunication Union
Radiocommunication Sector [ITU-R]) recommending
1125/60 as an international standard, with the CCIR’s
study group later voting to endorse the standard. How-
ever, France, The Netherlands, and West Germany

FIGURE 10. 1982 test of Sony HD camera by CBS Sports; HD
video was beginning to make news.

FIGURE 9. This DTV demonstration was set up at San Francisco’s KPIX TV
facility to allow attendees at the 1981 SMPTE Television Conference to have a
first-hand look at TV’s future.
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expressed reservations about moving away from the long-
established European 50 Hz field rate. (In 1986, Philips,
Thomson, Bosch, and Thorn/EMI began work on a
50 Hz HD system in a project dubbed “Eureka.”)

The 1986 NAB Show featured what was termed “the
world’s largest exhibit of HD gear,” with some two dozen
firms showing HD cameras, monitors, recorders, and
large-screen projectors. In early 1987, HDTV came to the
U.S. capital, with the NHK MUSE system employed for
month-long showings sponsored by the NAB and the As-
sociation of Maximum Service Telecasters (MSTV).7

Excitement about HDTV showed no sign of waning as
the 1980s ended and the 90s began, with the NAB’s Science
and Technology department planning a special 30,000-foot
high-definition exhibition area at the 1990 NAB Show. The
Soviet Union also began HDTV testing the same year.

However, as is often the case with a change to a new
technology or way of doing things, several schools of
thought usually exist as to the best way for making the
change. This was especially true in the United States. Early
proposals addressed the requirement for backwards com-
patibility with the existing NTSC system so as not to dis-
enfranchise those electing not to immediately move to a
higher resolution service. Consequentially, initial proposals
involved analog, or a mix of analog and digital, broadcast-
ing technologies. Other variables also clouded the HD is-
sue, such as a requirement for square pixels, line and field
rates to be used, progressive or interlaced scanning, aspect
ratios and more. The FCC took notice of this situation, es-
tablishing in 1987 a special committee—the Advisory
Committee on Advanced Television Service or
“ACATS”—comprised of television industry leaders to
evaluate developments and methodologies in this area and
make recommendations as to the best path to follow.9

A testing facility, the Advanced Television Testing Cen-
ter (ATTC), which was sponsored by the NAB, ABC,
NBC, CBS and PBS television, as well as the Association
of Independent Television Stations and the MSTV, was
created and began operations in late 1987. The facility was
designed to serve as a test bed for both advanced and high-
definition systems for the ATSC and the FCC’s ACATS.

An initial move was to solicit proposals for an im-
proved TV system, with more than 20 entities responding.
This number was eventually winnowed down to six sys-
tems. As testing proceeded during the next several years,
several decisions were made that shaped the direction of
HD service in the U.S. These included a complete move
away from analog transmission systems with no require-
ment for backward compatibility, and also an FCC deci-
sion to grant each TV broadcaster an additional 6 MHz
channel for transmitting a DTV service. This grant was
temporary in nature, with the spectrum eventually to be
returned once a predetermined analog-to-digital transition
period had ended. By early 1993, the initial ATTC evalu-
ations had ended with no clear “winner.” To stave off fur-
ther delay and expense (each entrant had been charged
$200,000 to participate in the initial testing), on May 24,
five of the contenders reached an agreement to partner in
developing a system that would combine the best features
of each of the contenders’ technologies. This coalition be-
came known as “The Grand Alliance.” With this develop-
ment, ACATS was able to finally complete its tasking by
delivering an advanced (digital) TV standard to the FCC
on 28 November 1995.10 Within a few months, the stan-
dard had been accepted, and the FCC began issuing li-
censes for several experimental HDTV stations.

The first of these to place anHD signal on the air was the
privately owned WRAL-HD in Raleigh, North Carolina,

FIGURE 11. Ed Williams examines some of the equipment used in the WHD-TV test
facility in Washington, District of Columbia.
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with an initial test broadcast taking place on 23 July 1996.11

Other operations included WHD-TV in Washington,
District of Columbia, which was created by a consortium of
companies and organizations with broadcasting interests,
including theNAB (Fig. 11).WHD-TVwas colocated with
the city’s NBC owned-and-operated WRC-TV, and served
as a test bed for testing developmental HD equipment in
over-the-air broadcasts (Fig. 12).12 (Another experimental
field test facility developed during this was located in
Charlotte, North Carolina (WWHD-TV), and was oper-
ated under the auspices of the ACATS (Fig. 13). It trans-
mitted on both very high (VHF) and ultra high (UHF)
frequencies.)13

In an effort to create awareness of the DTV transition,
broadcast equipment manufacturer Harris Corp. and the
U.S. PBS teamed to launch the “DTV/Express,” a 66 ft
long, 18-wheel vehicle that contained a complete low-
power DTV station, a classroom, and a “Living Room
of Tomorrow” where visitors could get a glimpse of
what digital television would look like when it entered
the home (Fig. 14). The tour began, in March 1998,
in Capitol Hill, Washington, District of Columbia, and
ran until August 1999, with week-long stops in 49 U.S.
cities. It was billed as the “first fully-functional DTV
station,” including, in addition to the transmitter, an
HD camera, MPEG encoder, and other elements neces-
sary for generating and transmitting DTV signals. (In
several cities on the tour, FCC “Special Temporary
Authorization” (STA) had been secured, and the vehicle
was able to couple into a transmitting antenna and radi-
ate a DTV signal over the air. Classes offered to broad-
casters included the basics of digital video and audio,
RF transmission of digital signals, and business aspects
(such as transmission of multiple program streams) asso-
ciated with the shift to digital broadcasting.

The U.S. DTV standard (ATSC 1.0) allowed broad-
casters to transmit multiple program streams in their
choice of several line standards (480 interlaced or pro-
gressive, 720 progressive, or 1080 interlaced). It also al-
lowed transmission for the first time of multichannel
“surround sound” audio (5.1 channels) in addition to ste-
reo. However, ATSC 1.0 lacked the capability for satis-
factory transmission to moving receivers (mobile and
portable). This deficiency was addressed with the crea-
tion of ATSC 2.0 in 2014 as an enhancement to the
original 1.0. A government-subsidized program was cre-
ated to allow owners of analog receivers to receive the

FIGURE 13. Vehicle used for measurements in connection with
HDTV field test operations in Charlotte, North Carolina.

FIGURE 12. Additional WHD-TV HD equipment.
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digital broadcasts. A timetable was established by the
FCC for moving to a completely digital broadcasting
environment; however, the analog shutoff date slipped
several times before all high-power TV stations finally
went to fully digital operations on 12 June 2009, thus
ending some 70 years of analog TV transmissions.

Several European nations made digital transitions
prior to the U.S., and others have made DTV transitions
have made DTV transitions since then; however, today
there are still a number of countries and regions with

analog service. While a complete transition to digital
broadcasting is not expected for almost another decade,
in 2016, HDTV imagery is the norm rather than the
exception in most countries. It is difficult to imagine a
major sporting event or concert being telecast in standard
definition at this point in time.

Along with this global shift to digital broadcasting
and HD, it is interesting to examine some of the other
evolutionary changes in TV technology during the past
four decades.

FIGURE 15. The 1956 2 in. “quad” videotape format was still in use in the mid-1970s, but this would
eventually be replaced by smaller and more economical to operate 1 in. “type C” VTRs. The machines
shown here are from RCA.

FIGURE 14. The Harris/PBS “DV Express” toured the U.S. in 1998 and 1999, providing a first look at
digital video and HD for many. It contained a complete HDTV station, a classroom, and an HDTV viewing
room. (Photo Credit: Kelly Cmielewski)
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Video Recording/Playback Technology
As described previously, the 2 in. quadruplex videotape
format (inaugurated in 1956) was still considered to
be the industry standard in 1976 (Figs. 15 and 16).
However, due to the need for portability, Sony’s 0.75 in.
“U-matic” cassette format, which had been intended
for institutional and educational applications, had been
pressed into service for ENG applications. In addition,
with the partnering of Ampex and Sony in creating a
common high-performance 1 in. videotape standard
(“type C”) in 1976, and Ampex’s development of “auto-
matic scan tracking” technology for optimizing playback
of this format, the popularity of “quad” began to slip by
the end of the decade.

Not long after the introduction of the “type C” helical
format, others began to appear: 0.5 in. Betacam and “M,”

along with a succession of digital formats that included
D1, D2, D3, D5, D9, Digital Betacam, DCT, D5HD,
DVCAM, DVCPRO, DVCPROHD, HDCAM, and
others. However, some new technologies for video record-
ing were also being developed, including the laserdisk.
Heralding the start of a move to a “tapeless” environment
was the showing of a solid-state recording device from
NEC at the 1987 NAB Show. It could store more than
2 min of video. Other “tapeless” recording devices and
technologies followed, leading up to a widespread
introduction of video file servers at the 1994 NAB Show

FIGURE 17. Video file servers began showing up at trade shows
in large numbers beginning in the mid-1990s. This Tektronix
Profile premiered at the 1994 Las Vegas NAB Show.

FIGURE 16. A 1970s computerized videotape editing suite. The VTRs are Ampex AVR-1 2 inch “quad”
machines. The CMX-300 edit system was driven by the DEC PDP-11 computer in the rack on the
right. Also on the right and just partially visible is an ASR-33 Teletype machine used to print the edit
decision list (EDL).

FIGURE 18. The Ikegami “Editcam” (an Ikegami and Avid joint
venture) featured a dockable disk drive for speeding up editing
operations. The 1995 camcorder was an early entrant in the
“tapeless” TV production workflow.
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(Fig. 17). At least nine manufacturers offered server de-
vices for video applications, leading NAB’s manager of
TV engineering Kelly Williams to comment that the in-
dustry appeared to be on the “cusp” of a real revolution.14

Video compression technology, which had also paved the
way for DTV transmission, helped make such storage
technology possible.

Subsequent NAB Shows saw other implementations of
“tapeless” technologies, beginning in 1995 with Ikegami’s
“Editcam” which featured a ruggedized dockable hard
drive that eliminated the time-consuming requirement to
copy tape recordings to a hard drive before initiating a
nonlinear edit session (Fig. 18). Ikegami had partnered
with Avid in developing the product. Sony followed suit
in 2003 with the introduction of its XDCAM camcorder,
which recorded on an optical disc. The following year,
Panasonic showed the first camcorder that captured on the
company’s P2 solid-state memory cards (Figs. 19 and 20).
Use of videotape as a storage medium has continued to
decline, with many longtime producers of tape ending
production in the early 21st century.

Lenses
A key part of the TV imaging system is the camera lens,
and technology did not stand still in this area either. In
1976, the process of lens design differed little from that
employed for nearly 100 years. A formula for the desired
lens properties was established, and numerous trigono-
metric calculations were performed to help model the
propagation of light rays through a medium with differing
refractive indices. This very laborious process was speeded
up to some degree by the use of mainframe computers to
assist in performing calculations. The process was further
enhanced when more powerful computers were developed
in the 1980s and software written to generate optical
designs. By the 1990s, virtually all lenses were being
designed by computer software. This led to more and
more sophisticated units (some employing as many as
40 separate lenses) with the greatly improved optical prop-
erties that would be needed for the move by TV first into
the realm of HD and somewhat later into UHD. It is now
relatively easy to create variable focal length lenses with
up to 10 times the zoom ratio available in the 1970s.
Color rendering characteristics of lenses have been also
greatly improved during the past four decades by the de-
velopment and application of multiple coatings to various
elements. Ease of use and imaging acuity have been
aided also by the use of servo system technology for can-
celing the effects of vibration or movement (image stabi-
lization) and also to make it easier for a camera operator
to achieve consistently sharp pictures (autofocus).

Film Technology
Although the ENG movement, which began in the mid-
1970s, eventually spelled the death knell of TV news film

FIGURE 20. Panasonic’s first-generation P2 solid-state digital
video storage card has a 2-Gbyte capacity.

FIGURE 21. Film played a large role in broadcast TV from the
1930s well into the early 1980s. This is a typical telecine
operation (also known as a “film island”) from the 1970s. A
remotely-controlled 35 mm slide projector is visible to the right of
the photograph. It is flanked by the 16 mm motion picture
projectors. The object in the center is an optical multiplexer,
which was used to direct images from either projector into the
telecine camera unit.

FIGURE 19. This 2004 Panasonic camcorder marked the
beginning of video capture in the field in solid-state storage
media (P2 card) and also helped to define TV’s tapeless
production workflow.
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operations, many stations continued to maintain film cam-
eras and film processing and editing operations for a num-
ber of years after ENG and EFP were firmly entrenched
in the broadcast industry. Similarly, 16 mm telecine
equipment remained in operation for airing such locally
produced footage (Fig. 21). Film distribution of syndi-
cated programming and feature movies for airing on TV
continued well into the 1980s before being replaced by
videotape media. New telecine developments also contin-
ued into the 1980s, with Rank Cintel presenting a paper
on a new CCD line array HD telecine at the 1983
SMPTE conference, and also displaying a working unit
on the exhibit floor. However, by the turn of the century,
film had almost completely disappeared from the TV
landscape, save for digital restoration of classic movie pro-
jects and the conversion of such classic movies to digital
format for airing and direct distribution to consumers in
DVD and Blu-ray formats.

Distribution and Connectivity
Viewership of over-the-air TV broad-
casts has shrunk considerably since
1976, with estimates today varying be-
tween 10% and 15% of the U.S. popu-
lation obtaining programming in this
fashion. Similar trends are reported in a
number of other nations as well. The
TV broadcast spectrum has diminished
also in the last four decades. In the U.S.
, this began with the FCC’s reallocation
of TV channels 70-83 for land mobile
use. Another U.S. TV broadcast spec-
trum shrinkage occurred in 2009 after
the mandatory shutoff of analog trans-
missions by full-power broadcasters,
with the auctioning of spectrum for-
merly occupied by channels 60-69 to
wireless broadband companies. As of
this writing, another U.S. plan (“the in-
centive auction”) is underway as part of
an effort to encourage TV broadcasters
to voluntarily relinquish spectrum for other purposes.
Similar reallocation of TV broadcasting spectrum in
other parts of the world has occurred, and this trend
shows little sign of abating. In parallel with the auction,
U.S. broadcasters have petitioned the FCC to permit use
of a new broadcast format (ATSC 3.0) using coded or-
thogonal frequency division multiplexing (COFDM)
techniques allowing satisfactory operation with both fixed
and mobile viewing devices.

Terrestrial Broadcasting Technologies
Despite the loss of TV broadcast spectrum to wireless
broadband providers in the U.S. and other countries, ter-
restrial broadcasting is expected to continue for quite
some time, with transmitter technologies undergoing

change also. In recognition of the global “green move-
ment” for reducing release of carbon dioxide and other
pollutants associated with the burning of fossil fuels in
generating electrical power, transmitter manufacturers
have been designing increasingly more energy-efficient
models for several decades. Where tetrode vacuum tubes
were once the only choice available for generating VHF
TV signals, they have been almost completely replaced by
solid-state devices. Making more energy-efficient UHF
transmitters has also been underway since the 1970s. The
demand for higher power levels associated with operation
in the UHF spectrum made the multiple-cavity
klystron the transmitting tube of choice practically at the
birth of TV broadcasting in the upper channels. Despite
the advantages of using the klystron in broadcast service, it
suffered from low efficiency, and a number of technologies
have been developed during the past several decades to im-

prove operating efficiency. In the mid-
1980s, a new device was introduced for
UHF amplification that combined the
best features of tetrodes and klystrons, the
“Klystrode” or “IOT” (inductive output
tube). The IOT offered greater efficiency,
higher reliability and, more important,
concurrent with the shift to DTV, is its
ability to be operated in a common ampli-
fication mode in analog or digital service,
something not possible with a klystron.
This advantage ultimately moved the
IOT transmitter to a position of
“industry standard” as broadcasters tran-
sitioned from analog to digital service. Be-
ginning in the early 2000s, the efficiency
of the device has been increasing, result-
ing in operating efficiencies of greater
than 50%. However, the ascendency of
the IOT will likely not continue as solid-
state RF-producing technology continues
to develop, with models available now
from several manufacturers capable of
producing several tens of kilowatts in the

UHF TV broadcast spectrum, and at least one manufac-
turer offering an 80 kW tubeless solid-state UHF transmit-
ter. It is expected that the vast majority of new transmitter
installations resulting from the U.S. post-auction channel-
shifting repack operation will feature solid-state models.

A 2016 TV transmitter facility with its small-footprint
modular solid-state amplifiers and their associated low
operating voltages and greatly simplified cooling systems
might appear quite strange to a 1976 transmitter
technician.

The Internet
One of the biggest “sea changes” in the industry involved
the “World Wide Web,” or the internet. Once commer-
cial service providers began to emerge and create public

This movement
paralleled the
adoption of
satellite technology
by the cable TV
industry and
eventually led to
the rise of the
direct-to-home
delivery of content
via satellite (direct
broadcast satellite
or “DBS”), an
industry that has
become global in
scope by 2016.
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awareness of this far-reaching digital communication sys-
tem in the late 1980s, both curious experimenters and
profit-minded entrepreneurs began to probe the capabili-
ties of the rapidly expanding network. One such usage in-
volved the transport or “streaming” of video. While early
demonstrations were less than satisfying in terms of qual-
ity, research continued, and by 1997, several computer-
related entities (Intel, Microsoft, and Compaq) appeared
at the 1997 NAB Show to tout internet-delivered video
to what was largely a community of traditional broad-
casters. As might have been expected, the reception was
less than warm, and a year later, the companies were still
smarting.15 In just a few years, however, broadcasters
had warmed up to the idea of using the internet to in-
crease their reach and were beginning to accept the new
communications modality. Following the 2000 NAB
Show, one industry publication summed up the strength-
ening broadcaster/internet relationship
with the headline “NAB: A New Door
Opens.”16 As video compression and
streaming technologies continued to
improve, more and more broadcasters
embraced the internet, offering a wide
range of viewer services and realizing
significant revenue streams from this
enterprise. In 2016, internet access to
video content via personal devices,
such as “smart phones” and “tablets,”
is ubiquitous and rivals other viewing
modalities.

Satellite Technology
The U.S. PBS network broke away
from traditional AT&T Long Lines
connectivity with its member stations
(affiliates) in 1978 by shifting program
feeds to satellite (Westar). Seven years
later, in 1985, NBC TV followed PBSs’
lead, with the distribution of content to
affiliates via Ku-band transponders on Comsat spacecraft.
17 The other “classic” networks (ABC and CBS) also
moved to satellite distribution, with AT&T Long Lines
discontinuing both TV and radio network relay services in
the 1980s.

Linkage of broadcast networks with their affiliates was
not the only area into which communication satellites
were seeing use. In late 1975, the fledgling cable pay-TV
service, HBO (Home Box Office), seeking a way to in-
crease its reach beyond New York City, began transmitting
specialty programming to other U.S. cable systems. In
just a few years, cable systems all across the country
were receiving satellite-delivered premium content. This
connectivity also led to the rise of U.S. TV “super stations,”
including Atlanta’s WTCG (later WTBS), Chicago’s
WGN-TV, and New York’s WOR-TV (now WWOR),
with their regular broadcasts appearing on cable systems in

every state of the union. (Importation of distant TV signals
by cable systems had been achieved earlier on a limited
basis by microwave radio linkage, but the advent of satel-
lite connectivity soon obsoleted terrestrial linkage due to
its near-universal reach.)

During the mid-1970s, interest in satellite-delivered
video began to develop in another group, the home ex-
perimenters, with England’s Steve Birkhill being credited
as the first individual to privately access video being
transmitted from a communications satellite (a U.S.
spacecraft “on loan” to India as part of an initiative to
transmit educational programming to that country’s pop-
ulation on a widespread basis).18 Reports of Birkhill’s
successful downlinking with rather primitive home-built
equipment set off a groundswell of activity by similar-
minded experimenters (and some entrepreneurs) in the
U.S. and other parts of the world in unraveling the tech-

nological “secrets” for relaying video em-
ployed by commercial satellite carriers.
This movement paralleled the adoption
of satellite technology by the cable TV
industry and eventually led to the rise of
the direct-to-home delivery of content
via satellite (direct broadcast satellite or
“DBS”), an industry that has become
global in scope by 2016. High-power
downlink transmitters on satellites have
made possible the use of very small aper-
ture receiving antennas or “dishes” that
can be installed virtually anywhere, thus
providing a wide choice of viewing for
consumers and allowing broadcasters
and content creators to reach vast
audiences.

Other Video Linkage Modalities
Alternatives to microwave radio and coax-
ial cable for linkage of TV facilities devel-
oped in the 1970s, with the emergence of

both point-to-point optical relay systems and fiber-optic
connectivity in the late 1970s.

Another connectivity revolution of sorts took place in
the latter half of the first decade of the new century, with
wireless broadband company-funded replacement of exist-
ing TV station BAS (broadcast auxiliary service) analog
microwave systems with digital gear as part of an effort by
the carrier to obtain additional spectrum. Known as “the
Sprint Nextel initiative,” the conversion affected all broad-
cast operations using 2 GHz spectrum and netted Sprint
Nextel some 35 MHz of spectrum in that region.

“Bonded cellular” or “backpack ENG connectivity”
emerged in 200919 and has steadily increased in popular-
ity for transmitting live video feeds from the scene of
breaking news events back to studio and network opera-
tions. The technology involves “inverse muxing” of digital
video across multiple cellular connections to obtain

Another giant leap
in improving TV
image quality
began in the early
2000s, with
emphasis on
increasing
resolutions beyond
1000 lines,
boosting image
contrast or
“dynamic range,”
and a wider gamut
of colors.
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necessary transmission bandwidth. Although there are
some drawbacks (occasional overloading of the cellular
telephone network due to too many simultaneous users),
bonded cellular has sidelined the use of ENG microwave
and satellite vehicles in many situations due to ease of
mobility and deployment, as well as substantial savings in
operational costs.

Displays
TV display devices began to change too as technology
moved closer to the 21st century. While the venerable CRT
(with a great number of enhancements and embellishments)
remained the display device of choice through the 1990s in
both consumer receiver and broadcast monitor applica-
tions, the liquid crystal display (LCD) was beginning to
attract attention as it delivered the capability for achieving
the fabled concept of “hanging one’s TV on the wall.”

In addition to LCD, several other video display technol-
ogies also emerged during the 1990s and early 21st cen-
tury. These included organic light-emitting diode (OLED)
and plasma; however, with continued improvements in
LCD technology, interest in plasma displays began to de-
cline, with manufacturers eventually discontinuing pro-
duction during the 2010s. (CRT production ceased
some 10 years earlier, leaving LCD and OLEDs as the
dominant display technologies today. It is imagined that
even more display modalities and systems will emerge in
the coming years (a 360° TV display “sphere” with
touchscreen control was shown at the 2015 IBC Show).

One of the more interesting TV display developments
during the shift away from CRTs arrived in 1987 in the
form of the DLP or dynamic light processor integrated
circuit developed by Texas Instruments. It was considered
revolutionary, but actually harkened back to the era of me-
chanical TV and field sequential color. The chip consisted
of a very large number of tiny reflective surfaces (micro-
mirrors) with each independently addressable and able to
be manipulated at a video rate, thus acting as a “light
valve” for controlling an external light source. With the

DLP, color displays can be achieved through the use of a
white light source and a rotating color wheel, or by using
three chips with RGB light sources. The technology has
been used in consumer devices and also forms the basis
for some HDTV projectors.)

Further TV Progress
Another giant leap in improving TV image quality began
in the early 2000s, with emphasis on increasing resolu-
tions beyond 1000 lines, boosting image contrast or
“dynamic range,” and a wider gamut of colors. The
arrival of the 21st century also saw serious study being
given to further improving audio, enabling interactivity
between viewer and broadcaster, transmission of targeted
or “hyperlocal” information (i.e., notification of impend-
ing violent weather activity for viewers in the immediate
path of a storm), and other enhancements to basic TV
broadcast service.

The initial results of such research and development
efforts were first revealed in 2005, when NHK began pub-
licly showing its “Super Hi-Vision” 4000-line (8K) TV
system in Japan (Fig. 22), and at the NAB Show in Las
Vegas the following year. This NHK system also provides
22.2 channels of audio to provide “immersive” sound for
viewers. NHK’s pioneering work in advanced TV led to
SMPTE standardization of the 8K video format in 2007
and the 22.2-channel audio in 2008.

Work continues in enhancing this NHK system; how-
ever, during the past four years, a somewhat lower reso-
lution TV system has attracted a great deal of interest.
This is UHD or “4K” with 2000-line capability. Public
showings were staged in connection with the 2012
London Summer Olympic Games, and several TV re-
ceiver manufacturers have been marketing 4K sets since
that time. Sources of UHD content are at present lim-
ited basically to direct-to-home satellite and internet
streaming sources. In 2012, Sony marketed a 4K re-
ceiver with UHD content preloaded on an

FIGURE 23. Over-the-air UHD TV demonstration at the 2016
Las Vegas CES.

FIGURE 22. NHK’s 8K Super Hi-Vision camera.
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accompanying drive, and at the 2016 Consumer Elec-
trics Show (CES) at least two manufacturers UHD Blu-
ray players); however, this is due to change with the in-
troduction of the ATSC 3.0 TV standard in another
year or so. Demonstrations of over-the-air transmission
of 4K content were performed at the 2016 CES event in
Las Vegas (Fig. 23), and South Korea has announced
that the 2018 Winter Olympic Games being held in that
country will be broadcast in 4K.

As noted earlier, the U.S. is preparing for another
digital broadcasting transition which should begin soon
after completion of the full embodiment of the ATSC 3.0
standard. (As of this writing, development work on most
of the standard’s layers has been completed, but there are
some that are still being finalized.) The standard was de-
signed to be very flexible and extensible, allowing the
transmission of 2000-line and higher resolutions, high-
dynamic-range imagery, extended color gamuts, higher
frame rates, highly satisfactory mobile and portable
reception, and immersive multichannel audio. It also
incorporates IP-based technology, allowing hybrid over-
the-air and internet delivery of content, thus opening the
way for consumer interactivity and targeted delivery of in-
formation. As ATSC 3.0 is being developed by an interna-
tional team, many nations have expressed interest in
adopting the standard; however, it is much too soon to
speculate that there could eventually be one global stan-
dard for TV. It would appear that we are considerably
closer to this than in 1976!

Conclusion
In summing up their 1976 paper, authors O’Brien and
Monroe noted that it was regrettable that space did not
permit their listing of all the individuals and their achieve-
ments that had led to the TV system being enjoyed then.
The same situation exists in 2016, with a single journal ar-
ticle woefully inadequate to list more than just a few of
the players and accomplishments that have, in just 40
short years, resulted in a TV system with image quality,
flexibility, accessibility, and immediacy in terms of being
able to cover breaking news events that was undreamed
of in 1976. A multivolume encyclopedia would scarcely
be adequate for fully reporting all of the progress in the
science of TV occurring since publication of the O’Brien
and Monroe paper. Indeed, TV’s progress in the past
40 years has closely mirrored “Moore’s law.”

It is interesting to note and reflect on the five “confron-
tations” among technologies noted by O’Brien and
Monroe at the conclusion of their “progress” article. These
include the “contests” between the following: use of film
and videotape for program production, 2 in. quadruplex
videotape and emerging helical scan formats, replacement
of the “surviving” videotape recording methodologies with
the “concept” of digital recording, over-the-air terrestrial
broadcasting versus other modalities for distributing TV
content, analog versus digital technology, and the

replacement of the (then) remaining vacuum devices em-
ployed in television (camera pickup tubes, CRTs, and
high-power transmitter tubes) with “some form of solid-
state technology,” noting that this last shift would be “the
only part [that is] difficult to predict,” but when it does,
“…Fleming’s, De Forest’s, and Zworykin’s great contribu-
tions will have served their time.”

Of course, in 2016, we have almost arrived at the
point envisioned by O’Brien and Monroe, and are oper-
ating in a world completely devoid of camera tubes and
CRTs, and increasingly broadcasters are moving to solid-
state transmitter platforms.

It is extremely difficult to envision a point in time
when some new technology will replace the inventions
based on the work of Shockley, Bardeen, Brattain,
Noyce and Kilby; however, it would be foolish in the ex-
treme to “never say never.” That point may well come;
television technology is moving ahead at a great rate. We
are already experiencing innovations as ultra-thin and
flexible LCDs that can be “rolled up,” undoubtedly
leading to “wearable” TV screens; and it is being conjec-
tured that it may be possible to eventually incorporate
video displays in skin art, leading to the ultimate “per-
sonal portable” TV set.

As noted earlier, the world’s first scheduled TV service
began 90 years ago. It will be very interesting to see
where the medium goes in the next 90 years, or even the
next 40!
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The Last 100 Years of Motion Imaging
By John Belton

T
he history of moving image technology is, in fact, a
history of moving image technologies (i.e., a history
not of one but of many technologies). The Journal
has broken this history down into a series of film

and video timelines, on pgs. 138-160, each of which, in
acknowledgement of this, is broken down into categories of
technological development that have informed the growth
of moving image technology as a whole. Motion picture
film, for example, evolved slowly within a
horizon of other industrial technologies,
ranging from photochemistry, optics, pho-
tography and cinematography, phonogra-
phy, radiotelegraphy, telephony, and audio
electronics to various digital technologies.
At each moment in its history, film is an
ever-changing entity—not a fixed object but
a sitewheremultiple technologiesmeet.

The history of video imaging is simi-
larly multitechnological. The average con-
sumer undoubtedly thinks that television
and video were simple extensions of film
technology. After all, television came after
film, didn’t it? However, video imaging
has its own complex technological lineage,
which has nothing to do with photochem-
istry, but looks directly back to sound (e.g.,
the phonograph industry and radio) and the transmission
of electrical signals from one point in space to another
to another (e.g., the telegraph, telephone, and Marconi’s
wireless telegraph). Does the general public know that
videotape has its origins in the magnetic tape developed
by the Germans for sound recording in the 1930s or
that one of the major breakthroughs in the
development of the Ampex videotape recorder in 1956
involved the conversion of video signals to a broadcast-
ing format—to FM signals—before recording them?

These timelines then tell the story of various related
strands of technological development that informed the de-
velopment of the motion picture industry, television, and
digital imaging. It is the story—or, rather, stories—of the
coordination of research and development programs across

a broad spectrum of different media and teams of engineers
from a variety of disciplines who drew upon one another’s
work to develop and improve moving image technologies.

Readers might want to note that there is no clearly
marked boundary in either chronology between analog
and digital technologies. The trajectory from rotoscoping
(1914) to motion capture (2002) can be seen as early and
late features of a larger continuity that characterizes the

development of motion imaging technol-
ogies. Similarly, images sent by telegraph
in 1904 share the same conceptual DNA
of video transport over IP networks, ref-
erenced in the video timeline in the form
of SMPTE 2036-x and 2022-x standards
for IP transport (2007). From our van-
tage point in the present, the so-called
digital revolution looks more and more
like a linear evolution from one stage of
technological development to the next.
Digital emerges as a crucial tool that fa-
cilitates this evolution—an evolution that
could not have occurred without it—
and although digital has transformed the
way we create, process, and distribute
the moving image, what we consume at
the other end is in analog form.

These timelines provide a portrait of technological de-
velopment that enables us not only to see new connections
between the past and the present but also to reconceptual-
ize the nature of moving image technology itself. For exam-
ple, one of the most striking features of the “film” timeline
is the importance (in terms of its placement and length)
that the category of Visual Effects (VFX) and Animation
plays. This category comes first and is longer than other
sections in the timeline. How can we explain that? From
the vantage point of the digital present, the moving
image can be seen as a visual effect, as the by-product of
external manipulation. This is inarguably the case with
computer-generated imagery (CGI), but is it not also a
productive way to understand the illusion of movement
itself, whether it be at 24 (film), 30 (television), 48 (Peter
Jackson), 60 (Showscan), or 120 frames/sec (high-frame-
rate video). As matte artist and cofounder of digital effects
company Matte World Digital, Craig Barron, has argued,
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the cinema, as the by-product of various optical toys,
originated as a visual effect, and its status as VFX re-
mains part of its identity.

Animation provides an even more
compelling way of rethinking the mov-
ing image. Barron suggests that the illu-
sion of movement is a special effect that
results from the animation of still pho-
tographs at 24 frames/sec. In his answer
to the question “What is Digital Cin-
ema?” (1995, http://manovich.net/index.
php/projects/what-is-digital-cinema), Lev
Manovich uses digital cinema as a way
of rethinking the history of cinema itself.
Manovich argues that “the manual con-
struction of images in digital cinema
represents a return to nineteenth cen-
tury pre-cinematic practices, when im-
ages were hand-painted and hand-
animated. At the turn of the 20th century, cinema was to
delegate these manual techniques to animation and define
itself as a recording medium. As cinema enters the digital
age, these techniques are again becoming the common-
place in the filmmaking process. Consequently, cinema
can no longer be clearly distinguished from animation. It is
no longer an indexical media technology but, rather, a
sub-genre of painting.”

Barron and Manovich are clearly making arguments
that are designed to provoke further thought and
debate about the nature of moving image technologies.
It is possible to see traces of their arguments in
these timelines, but the timelines themselves are not
argumentative. They are composed of historical events

that the individuals and institutions that authored them
consider significant, if we are to grasp the outlines of

technological development in moving
image technology over the past 100 years.
Readers should be cautioned that any
technological development’s presence
in or absence from these timelines re-
flects the necessary constraints that in-
form a project such as this, most
importantly, including the constraints
of space. Any items omitted here have
not been left out in order to further an
argument, but only because the Journal
lacks the space to recognize the impor-
tance of all of the work that our indus-
tries have accomplished over the past
100 years.
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Consequently,
cinema can no
longer be clearly
distinguished from
animation. It is no
longer an indexical
media technology
but, rather, a sub-
genre of painting.

-Lev Manovich
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MOTION IMAGING – VIDEO – THE LAST 100 YEARS

 1900 1905 1910 1915 1920 1925

VISUAL EFFECTS - ANIMATION

TELEVISION SYSTEMS & TECHNOLOGY

Rotoscope for 
Mattes:  
Max Fleischer
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Traveling 
Mattes:  
Frank Williams
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Process 
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Composite VFX
  

Revenue Prompts  
Foreign Language 
Dubs
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Three-strip 
Color for 
Animation
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Fournier Images 
by Telegraph

Baird and Jenkins 
“shadow-image” 
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1930 1935 1940 1945 1950 1955

Disney Yellow 
Screen Matte 
Process
   

Blue Screen R/B 
Mattes: Technicolor 
London
    

Disney FLOWERS 
AND TREES  
First Animated 
Color Film   

Multi-Plane 
Camera:  
Walt Disney:  
Don Iwerks
First Feature-
Length  
Animation: 
SNOW WHITE 
AND THE 
SEVEN 
DWARFS
 

Animated 
Film 3D 
Camera 
Movement: 
Disney: 
PINOCCHIO

Scotchlite 
Front-
Projection: 
3M 
Company
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Rear 
Screen 
Projection: 
Edouart  
et al 

Triple-head 
Projector: 
MGM
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CinemaScope 
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Animation: 
Disney: LADY 
AND THE TRAMP    

Universal’ 
Dedicated FX 
Stage: Carl 
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Stop-motion 
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action: O’Brien, 
Steiner, Spivak

Optical printing - 
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Linwood Dunn: 
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Double-exposure 
- Overlaying 
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INVISIBLE MAN

BBC tests electronic 
vs. mechanical

NTSC 441 Line 
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Color System

NTSC Standard 
Increased to 
525 Lines

RCA Three- 
Channel 
Color System

CBS Field 
Sequential Color 

EIA-170 
Monochrome 
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MOTION IMAGING – FILM – THE LAST 100 YEARS
VISUAL EFFECTS - ANIMATION, CONT.

Sketchpad 
Computer 
Graphics: Evan 
Sutherland

Traveling 
Mattes: 
Technicolor 

Introvision 
Front 
Projection  

First film with 
Virtual Actor: 
LOOKER

Quantel 
Paintbox 
Digital Paint 
system

Go-Motion 
Computer 
Stop-motion: 
ILM 

Slit-scan 
Photography: 
Douglass 
Trumbull

Front Projection: 
MGM, 3M

Catmull Scripting 
Language - Animates 
Smooth-shaded Hand

Fred Parke, computer 
Facial Animation 

”Dykstraflex,” 
Motion-Control:  
John Dykstra, ILM 

3D Computer 
graphics: STAR WARS 

First CGI: 
WESTWORLD 

Industrial 
Light & Magic 
Founded 

First 3D CGI: 
FUTUREWORLD  

Zoptics Front 
Projection: 
Zoran Perisic 

Empire 
Camera 
System: 
ILM

First fully 
realized 
Computer- 
Animated 
Sequences: 
Disney  

First use of 
Puppetry, Stop 
Motion and 
Animatronics: 
Jim Henson 

First All- 
Computer-
Animated VFX 
shot: Genesis 
Effect: ILM

3D Scanning: 
Cyberware 3030  
3D Digitizer

First 
Photorealistic 
CG for Live-
Action 
Feature: 
Digital 
Productions

RenderMan 
Shading 
Language: 
Pixar Catmull, 
Carpenter
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1975

C.1980
1972

1973
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1968
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1977
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1984
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CAPS Computer 
Animation 
System

Autonomous 
Agent 
Animation: 
Weta Digital 

First All-digital 
Feature-length 
Animated Film: 
TOY STORY: Pixar 

Motion 
Capture: Peter 
Jackson: LORD 
OF THE RINGS

Universal 
Capture 
System: ESC 
Entertainment

Viewpaint 3D 
Paint System: ILM

Ucap - Facial 
Animation

Weta 
BarberShop - 
Hair Animation

SpeedTree - 
Vegetation 
Animation

Foliage 
Animation: 
Dreamworks

Drop 
Destruction 
Toolkit - 
Destruction FX

ILM PhysBAM - 
Destruction FX

ILM Geometry 
Tracker - 
Digital/live-
Action 
Integration 

Shape Sculpting 
- ILM

Field 3D - Voxel 
Data Storage

Autodesk EMP - 
Sparse Voxel 
Format 

Dreamworks 
VDB - Voxel 
Data 
Management

Plume -  
Rendering Tool: 
ILM

Autodesk Mudbox 
- Digital Sculpting

Spherical 
Harmonics - 
Lighting Design  
Software

Zeno - VFX Toolset 
Design

Voodoo - 
Character 
Animation

Zbrush - Model 
Creation 

Flux - High-res, 
Fluid FX  

Mantra Renderer - 
Shading and 
Lighting 

Autodesk Motion 
Builder

Weta Deep 
Compositing

Dreamworks - 
Deep Image 
Compositing

OpenColorIO - 
Color Visualization

Suspended Cable 
Camera Tech. 

Scalable Render 
Farm Tech.

Facial Motion 
Capture

Software Global 
Illumination 

Mocha - 
Rotoscoping 
Software

Light - Lighting 
Tool: PDI/
DreamWorks

Katana - Lighting/
Rendering Tool: 
Sony/Imageworks

Lowry Process 
Motion 
Estimation

Micro-Voxel 
Volume 
Rendering 

1990 1995 2000 2005 2010 2016

1995
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1996

2011

2D Digital 
Morphing 
“MORF” 
System: ILM

Image-Based 
Lighting and 
Relighting: USC

3D Squash-
and-stretch: 
Pacific Data 
Images

Imocap - 
Performance 
Capture

MARI - 3D 
Texture 
Painting

Laika - Rapid 
Facial 
Animation

TIN TOY First 
Computer 
Animated Film 
Oscar: Pixar

Ambient 
Occlusion - 
Synthesized 
Imagery

2009

1991

2001
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MOTION IMAGING – VIDEO – THE LAST 100 YEARS
TELEVISION SYSTEMS & TECHNOLOGY, CONT.

Pal/SECAM 
Color 
Standards

EIA-170A 
(SC/H) 
proposed 
(later 
Ratified as 
SMPTE ST 
170A:2004)

SMPTE EG1 
Color Bar 
Test Signal

PBS Introduces 
“DATE”  
Digital Audio 
Transmission 
Equipment) 

SMPTE/EBU 
Task Force- 
Component 
Digital Video 

SMPTE-
Component 
ST-125 
demonstration

NHK shows first 
HDTV equipment 
(prototype)

GVG Paper on 
TDM-Based 
Audio Router

CAV 
(component 
analog video) 

FCC Approves 
Multichannel 
Audio by U.S. 
TV Stations

SMPTE SDI 
Architecture

ATSC & SMPTE 
Groups 
Support NHK 
1125/60 HDTV 
at CCIR

NHK 
demonstrates 
MUSE 

BBC Conducts 
DBS HD Tests

European 
Corporations 
Work on 
“Eureka” 50 
Hz HD 

NBC Airs First 
Program in 
Dolby 
Surround

NEC Digital 
Synchronizer

IBA Digital 
Standards 
Converter

Teletext

CVS Digital 
Timebase 
Corrector

Apollo 
10,15,16,17 
Missions 
Field 
Sequential 
Color

 1960 1965 1970 1975 1980 1985

1971

1972

1978

1967

1979

1980

1973

1969
-72

1975 1981 1983

1986

1984

1985



August 2016   |   SMPTE Motion Imaging Journal     143

SMPTE 337M 
Material 
Exchange 
Format (MXF) 

SMPTE 360M 
General 
Exchange 
Format (GXF)  

NHK demonstrates 
8K “Super 
Hi-Vision”  
at NAB
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and 2022-x 
Standards for 
IP Transport

3DTV  
Reborn

ITU-R 
Recommendation 
BT.2020 for UHD
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Serial Digital 
Interface

ATSC 3.0 
demonstration 
at NAB

SMPTE generates 
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Document
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Compression 
Standard

ATRC airs first 
U.S. digital HD 
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at CCIR

NHK 
demonstrates 
1125/60 MUSE 
HD Transmission 

FCC Forms 
Advisory 
Committee on 
Advanced TV 

WRAL-HD gets 
first HD 
experimental 
license  

WHD-TV HD 
Test Station 
created 

MPEG-4 
Compression 
Standard

IEEE 1588 
Precision Time 
Protocol 

Advanced 
Television 
Testing Lab 
Established

Soviets Plan 
HDTV testing

MPEG-1 
Compression 
Standard

SMPTE 2021 
Broadcast 
Exchange 
Format (BXF) 

HEVC 
Compression

SMPTE 
2084:2014 
(HDR)
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Standard 
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Standard 
published

MPEG-2 
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MOTION IMAGING – FILM – THE LAST 100 YEARS

MOTION IMAGING – VIDEO – THE LAST 100 YEARS

FILM FORMATS

CAMERAS/IMAGING DEVICES AND TECHNOLOGIES

Prizma Color  
- Two-color 
Additive  
Process:  
Kelley, Raleigh

Technicolor #2 
- Two-color 
Subtractive, 
Cemented 
Positive

Kodak 
Panchromatic 
Film

Technicolor #3 
- Two-color 
Subtractive, 
Dye Transfer 

Fox Grandeur 
- 70mm 
WidescreenTechnicolor #1 

- Two-color 
Additive

Dufaycolor - 
Three-color 
Additive 
Process  

Iconoscope

Image 
Disector

Iconoscope 
Telecine

Super 
Emitron

Orthicon

Image  
Iconoscope
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Kodak 
Cellulose 
Triacetate 
Safety Film

Eastman 5248 
- Color 
Negative Film 

CinemaScope 
55: 20th 
Century-Fox

Eastman 
Color - Single-
Strip 35mm 
Negative 

Agfacolor Neu - 
Three-color 
Subtractive, 
Incorporated Dye 
Coupler

Agfacolor - Three-color 
Subtractive Negative/
Positive Process

Dufaycolor - 
16mm

Nitrate Film 
Stocks 
discontinued 

Kodachrome 
-16mm Three-color 
Subtractive: 
Eastman Kodak Co 

Cinecolor - 
Prizma-based 
Two-color 
Subtractive: 
W.T. Crespinel

Technicolor #4 
- Three-color 
Subtractive 
Dye Transfer

Acme-Dunn 
Optical Printer: 
Linwood Dunn, 
Cecil Love

Vidicon

Zoomar Lens

Flying Spot 
Mono 
Telecine

Vidicon 
Color 
Telecine

Flying Spot 
Color Telecine

Vidicon  Mono 
Telecine

RCA TK-40 Color 
Camera

Image 
Orthicon
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c. = approximately
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MOTION IMAGING – FILM – THE LAST 100 YEARS

MOTION IMAGING – VIDEO – THE LAST 100 YEARS

FILM FORMATS, CONT.

CAMERAS/IMAGING DEVICES AND TECHNOLOGIES, CONT.

Technicolor #5 
- Single-
Negative, Dye 
Transfer 
Process 

Polyester Film

Kodak 
Ektachrome 
7386 - Reversal 
Film Stock

Techniscope 
2-perf 35mm 
Camera 

Super 8 mm 
Film Stock 

Technicolor 
ENR Process: 
Technicolor 
Rome 

Eastman 
Color Reversal 
Intermediate 
Film 

4-1/2-inch 
Image 
Orthicon

RCA and NEC 
CCD Live 
Cameras

Rank Cintel 
HD CCD 
Telecine

Sony HDTV 
Camera

RCA CCD ENG 
Cameras

1-inch 
Plumbicon

Cassette 
Telecine 
Projector

2/3-inch 
Plumbicon

2/3-inch  
Saticon

Kodak CCD 
Still Camera

 1955 1960 1965 1970 1975 1980 1985

1955

1960

1960S

1965

1968

1974

1975

1959

1968

1973

1983

1984
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Technicolor  
Ends Dye-
Transfer  
Film Prints

Eastman 
5293/7293 - 
Color high- 
Speed 
Negative

DCI - Digital 
Cinema 
Initiatives 

ACES: 
Academy 
Color 
Encoding 
System

Low-fade 
Color Film

Sony CCD 
Camcorder

Ikegami Fully- 
Automatic 
Tube Cameras

1250/50 
Telecine 

CMOS

Sony HD Cam

Sony-
Panavision 
Super-35 HD 
Camera

Red One 4K

GoPro Hero2

NHK 8K Ultra 
HD Compact 
Camera

Sony 
Develops 
HDTV Camera 
Pickup Tube

Updated 
1125/60 
Telecine

HD Flying 
Spot Telecine 

1990 1995 2000 2005 2010 2016

1974

1982

C.1982

2002

2015

1985

1986

1988

1989

1995

1997

2013

2003 2007

2011

c. = approximately
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MOTION IMAGING – FILM – THE LAST 100 YEARS
SOUND

Phonofilm - 
Variable 
Density SOF: 
Case/De Forest

Vitaphone - 
Disc Sync 
Sound: DON 
JUAN

Ribbon 
Microphone

AMPAS 
Academy 
Leader 

180-degree 
Bi-directional 
Microphones

KING KONG 
Innovative 
Sound: O’Brien, 
Steiner, Spivak

Automatic 
Sound and 
Picture Printer: 
Bell & Howell

Perspecta 
Sound, pseudo-
Stereo System: 
C. Robert Fine 

Automated 
Dialogue 
Replacement 
and Foley 
Sound FX: Jack 
Donovan Foley

Paramount 
Magnetic 
Recording 
System

Wireless 
Microphones 

Uni-directional 
Microphones 

Perspective 
Sonore - 
Monophonic 
Surround: 
NAPOLÉON 
re-edit

AMPAS 
Academy 
Curve 

Fantasound - 
Multichannel: 
Disney: 
FANTASIA

Magnetic 
Recording 
Coated 
Sprocketed Film

GE/RCA 
Kinegraphone 
- Variable-area 
SOF: WINGS 

Microphones 
concealed in 
lamps, vases, 
flowerpots... 

“Ice box” 
soundproofed 
booth to 
eliminate 
camera noise

Moviola Sound 
Reader: Iwan 
Serrurier

 1910 1920 1930 1940 1950 1960

1919

1926

1934

1940

1928

1930

1933

1935

1938

C.1945

1941

1950

C.1952

1954

1927

c. = approximately
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Dolby SR 
Spectral 
Recording

Dolby Digital

SDDs

DTS

Dolby Atmos

Barco Auro 
11.1

DTS X

Barco 
Auro 
Max

Cinema Digital 
Sound (CDS): 
Kodak, ORC

Nagra 
Production 
Sound 
Recorder: 
Stefan Kudelski  

Dolby A-type 
Noise Reduction 

Dolby B-type 
Noise Reduction 

Dolby Stereo 
Four-channel 
Phase Matrix 
Format 

Sensurround

1970 1980 1990 2000 2010 2015

C.1960

1966

1968

1974

1975

1986

1990

2015

1992

1993

2010

2012
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MOTION IMAGING – VIDEO – THE LAST 100 YEARS

EXHIBITION

Sound 
Conversion 
Begins

First 
CinemaScope 
Film: THE 
ROBE, 20th 
Century-Fox 

AMPAS 
“Academy 
Aperture” 
35mm Sound 
Film Projection 

First Drive-In 
Theater: Richard M. 
Hollingshead, Jr.

First public showing 
35mm Polarized 3D, 
NY World's Fair 

Xenon  
Projection Bulbs

3D Natural 
Vision: Edwin 
Land: BWANA 
DEVIL

Multiple-Track 
Magnetic Sound 
on Film: THIS IS 
CINERAMA

Half of U.S. 
Theaters 
equipped for 
CinemaScope

Paramount 
VistaVision 

MOMA NY: First Film 
Archive: Iris Barry:  
John Abbott 

Two projector, Polarized 
3D Projection:  
Edwin H. Land 

Mechanical Disc

RCA Field 
Sequential Disc 
Color

Kinescope 
Tube

RCA Schmidt 
Large-Screen 
Projection TV 

Eidophor Large- 
Screen projector 

Mechanical Disc 
Large Screen

RCA three-tube 
Triniscope

Rectangular 
Kinescope

Lawrence 
Chromatron 
Tube

Shadow Mask 
Color Tube

1956 Philco 
Apple Color 
Tube

Film 
Intermediate 
Large-Screen 
Projection

 1900 1910 1920 1930 1940 1950 1960

1928

1929 1933

1939

1935

1936

C.1950

19531952

1954

DISPLAY DEVICES

1925

1929

1928

1940

1948

1950

1951

1956

1952

c. = approximately

1943

1947

1941



August 2016   |   SMPTE Motion Imaging Journal     151

Todd-AO 
70mm: 
OKLAHOMA 

70mm Cinerama 

Dolby X-curve 

IMAX Wide-
Screen 

Rank Prototype 
DLP D-Cinema 
Projector

Showscan 65mm 
60 frames/sec

IMAX 3D 

High-efficiency 
Drive-in Screen: 
Motion Picture 
Research 
Council 

TWA In-flight 
Movies 

Plasma Display

CCIR adopts 
SMPTE 125 as 
Rec. BT-601 

Front Lit  Passive 
Color Liquid 
Crystal Display 

ST-170M SMPTE 
C Phosphors

DLP  (Dynamic 
Light Processing) 
Integrated 
Circuit

Single-chip 
“Color Wheel” 
DLP Projector

Backlit Color 
Liquid Crystal 
TV Display

Hughes-JVC 
CRT/LCD Image 
Light Amplifier

Color Plasma 
Television 
Display

LCD Data 
Projector

Three-chip DLP 
Projector

LED-illuminated 
LCD Television 

Prototype OLED 
Display 

UHD

Canon 
SED 
Display

Quantum Dot 
Illumination  
for LCDs 

Multiviewer 
Video Walls 
Appear in TV 
control rooms 

CCIR rec. BT-709Sony Trinitron

Plasma Color 
Display

1970 1980 1990 2000 2010 2015

1970S

1957

1961

1955

1963

1970

Cinema Laser 
Projection

2013

1978

1986

1964

1968 1990

1982

1983

1987

1988

1990S

2013

2012

2006

1992

1997

2004

2003

1996

1994

1993

1967

2010
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PRODUCTION AND POST

Mitchell  
“Standard”  
Camera

French Debrie 
High-Speed 
Camera -  
240 frames/sec

AMPAS 
Founded

Fresnel Spots 
and “brute” 
Arc Spotlights

Mitchell NC 
35mm (News 
Camera)

Pan-Cake 
Makeup: Max 
Factor

Mitchell BNC 
35mm

Technicolor 
Three-strip 
Camera 

20th Century-
Fox Silent 
35mm 
Camera

Moviola:  
Iwan Serrurier 

Mitchell 35mm 
High-Speed 
Camera 

Eyemo 35mm 
Camera:  
Donald Bell, 
Albert Howell

Spring-operated 
Auto-Kine 
35mm camera: 
Newman Sinclair

Cineflex  
35mm Camera

Arriflex  
35mm Camera 

First Reflex 
35mm Camera 
Arriflex 35: 
Arnold, Richter

 1910 1915 1920 1925 1930 1935

1921

1924

1920

1927

1930S

1932

1925

1926

1934

1935

1937

1940

1936
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Pan-Cinor 
38.5-152mm 
Zoom Lens: 
SOM-Berhiot

Mitchell 
Vistavision 
“Butterfly” 
35mm Camera 

Arriflex 35-IIC 
Camera 

Artificial 
Snow 
Machine:  
Fred Knoth

Mitchell FC 
65mm Camera

Arriflex 
Portable 
35mm 
Camera

Panavision 
PSR - Silent 
Studio Reflex 
Camera 

Phomaide Snow 
FX: RKO Radio 
Pictures 

MGM Moving 
Shot Duplicator: 
Olin Dupy : 
EASTER PARADE

Cinerama 
Camera:  
Fred Waller

ARRI 16s -  
16mm Reflex 
Camera 

Todd-AO  
65mm Camera 

VistaVision 
70mm Stein 
Camera: 
Paramount

Mitchell Reflex 
Mark II 35mm 
Camera

Tyler Helicopter 
Camera Mount

Technirama: 
Technicolor 

Totalscope, 
Anamorphic 
Camera/lens 
System: Henryk 
Chroscicki 

Underwater 
Cinematography: 
Jacques Yves 
Cousteau: Louis 
Malle 

Panavision 65mm 
Camera Blimp

Super Panavision 
70 Camera

MGM Camera 
65mm

Panavision 65mm 
Camera

Panavision 65 HR 
(handheld reflex) 
Camera

Brute Spotlight: 
Mole-
Richardson 

Éclair Cameflex 
35mm Camera

Zoomar Lens: 
Frank G. Back

1940 1945 1950 1955 1960 1965

1948

1946

1952

1956

C.1956

1954

1959

1953
1955

LATE
1950S

1960S

1966

1967

C.1965

1962

c. = approximately
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MOTION IMAGING – FILM – THE LAST 100 YEARS
PRODUCTION AND POST, CONT.

Angénieux 
16mm 20:1 
Zoom Modified 
for 35mm: 
Pierre 
Angénieux:  
Ed Digiulio

Louma Crane

CMX-600 Non-
Linear Editing 
System

Video Recording 
On-Set Shot 
Review

Steadicam - 
Camera 
Stabilizier: Brown

Panavision 
Panaflex Gold 
35mm Camera

Single-ended 
Discharge Lamp 
Fresnel Spots

Digital Wire 
Removal: ILM

Montage Picture 
Processer - 
Nonlinear Editing

Green Screen Use 
instead of Blue: 
THE MUPPET 
CHRISTMAS 
CAROL

Arriflex 535 - 
35mm Silent 
Production 
Camera

1990s Flatbeds 
Common in U.S.: 
Arriflex, Kem, 
Moviola, and 
Steenbeck

Arriflex 
35mm BIII 
Camera

Computer-
Based Editing: 
Avid, 
Lightworks

 1970 1975 1980 1985 1990

1976

1970

1971

1970S

C.1980

1986

1987

1990

MID
1990S

1992

c. = approximately
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90-minute 
Steadicam shot: 
RUSSIAN ARK

Thomson Viper 
Film Stream 
Camera

NAC Servo 
Winches 

CineSync - 
Production 
Collaboration 
Software   

CINE VCLX - 
Portable Power 
System

Matthews Max 
Menace Arm 

Universal 
Capture 
System: ESC 
Entertainment

Flying-Cam - 
Mini-helicopter 
Camera

Pneumatic Car 
Flipper

ASC CDL - Color 
Correction Utility

Airwall - 
Modular 
Inflatable 
Panels 

Dolby PRM-
4200 - 
Reference 
Monitor

Panavision 
Genesis - 
Digital 
Camera

Sony F23 
Camera 

Goya Broadlights/
Shadowlights 

“Bullet Time” 
Shots: THE 
MATRIX

6/12 kW Fresnel, 
Par, Shadowlight

First all Digital 
Color Correction: 
O BROTHER 
WHERE ART 
THOU?

Arriflex D-21 HD 
Camera

Truelight - 3D 
Look-up, Color 
Mgt. 

Spirit 4K/2K - Film 
Scanner

ARRISCAN - Film 
Scanner

Northlight - Film 
Scanner

Lustre - Color 
Correction System

Baselight - Color 
Correction 

Luther - 3D Look-
up, Color Mgt. 

Hedén Lens 
Motors

Phantom - High-
Speed Camera: 
Vision Research

ARRI ZEISS 
Master Primes 

Pictorvision 
Eclipse - Aerial 
Camera Mount

Nettmann 
Compact 
Stabilizing Heads

Fujifilm ETERNA-
RDS - Laser 
Archive Film 

ARRILASER -  
Film Recorder

MAT 
TOWERCAM 
TWIN PEEK - 
Camera Mount

Biscuit Jr. -  
Camera Rig

Tiffen Infrared 
Neural Density 
Filters 

Leica 
Summilux-C 
Prime - Lenses 

Sony Trimaster 
EL - OLED 
Picture Monitors

HP DreamColor 
- Color-Critical 
Display

Sony F35 Digital 
Cine Camera

4K Digital 
Intermediate

Arriflex 235 - 
Lightweight 
35mm

1995 2000 2005 2010  2015

1994

1999

2000

2015

2004

Red One Digital 
Cinema Camera 

RealD 3D process: 
CHICKEN LITTLE 

2005

2008

2007

2003

2010

2009

2002 2011

2013

2012

2014

2006
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MOTION IMAGING – VIDEO – THE LAST 100 YEARS
VIDEO RECORDING/PLAYBACK TECHNOLOGIES

Rtcheouloff 
Video 
Recording 
Patent

Baird 
Phonovision

Electronicam 
Film Recording

Ampex 
Quadriplex

Ampex Quad 
VTR

Ouad 
Interchangibility 
Achieved

RCA Quad 
Heterodyne 
Color VTR

RCA Color 
Recording

BBC Vera 
Project

SMPTE Issues 
Quad 
Standards 

Toshiba 
Velical Scan 
VTR

Ampex VTR 
Amtec/ATC

Thermoplastic 
Film Recording

Electronic Beam 
Film Recording

Ampex Helical 
Scan VTR

RCA All 
Transistor  
Quad VTR

Schroeter 
Proposals 

Kinescope 
Film 
Recording

Crosby 
Recording

 1920 1930 1940 1950 1960 

1927

1930

1932

1948

1951

1956

1957

1958

1959

1960

1961
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RCA Quad Cartridge, 
#TCR-100: The World's 
First Self-Loading VTR

SMPTE Color  
Reference Film

Laser Film 
Recording

Portable 
U-Matic

BBC Digital 
Video 
Recorder

Ampex HS-100 
Slo-mo Disc 

Ampex Back-
Pack QuadFilm

Super High-
Band Quad

Computer 
Editing Quad

Ampex HS-200 
Slo-mo Disc

SMPTE 
Timecode

Electronic 
Quad Editing

Ampex Direct 
Color Ouad 
Colortec

Electronic 
Editing

High-Band 
Color Quad

Ampex 
Automatic 
Scan Tracking

One-inch 
Helical Scan 
VTRs  

Sony Betacart 

Sony Betacam 
Integrated 
Camcorder   

Panasonic 
M-Format 
Videocart  
Machine

 Sony 1/4-inch VTR

Fortel CCD TBC   

Ampex ACR-225 
Cart System

Ampex Super 
High-band (w. 
Pilot Tone) 

One-inch “type 
C” Standard 

Philips/MCA 
Introduce 
Laserdisc

Prototype Sony 
U-Matic

Sony 
Develops 
1/2-inch 
“Betacam” 
Cassette 

1970 1980 1990 2000 2010 2016

1962

1965

1964

1967

1974

1972

1971

1976

1977

1978

1982

1984

1985

1986

1983

1969
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MOTION IMAGING – VIDEO – THE LAST 100 YEARS
VIDEO RECORDING/PLAYBACK TECHNOLOGIES, CONT.

NEC Solid-
State Video 
Recorder

Ampex  and 
Fuji Metal 
Particle Tapes

Panasonic D3 
Digital Recorder 

Seven-Second 
Solid-State 
Video Delay Unit 

Ikegami Hard 
Drive Editcam 
Tapeless 
Workflow 

DVD Introduced

SMPTE D2 Digital 
VTR (D2) Standards

1985 1990 1995 2000 2005 2010

1987

1988

1993

Video File Servers 
Appear at NAB 

Video Server, 
JPEG, Tektronix 
PDR 100

Video Server, 
MPEG, Hewlett 
Packard Broadcast 
Server

Hitachi 
DVDCAM 
Camcorder 

Sony XDCAM 
Camcorder 

Blu-ray Disc

Sony Optical 
Disc Archiving 
System 

Panasonic’s 
Digital P2 Card 

SMPTE 409M 
Last Videotape 
Standard

1995

1994

2001

2003

2004

2005

2006

2012
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MOTION IMAGING – BROADCASTING –  
THE LAST 100 YEARS

TRANSMISSION & DISTRIBUTION

1925 1935 1945 1955 1965 1975

Bell Labs 
Transmits 
Images 
DC-NYC

Microwave 
NY – Boston

CATV

Coast to Coast 
Microwave 
Link 
Completed

Pay Cable

Fernseh 
Standards 
Converter

Telstar

Early Bird 
Geostationary 
Satellite 
Intelsat

BBC Color 
Standards 
Converter

ANIK Satellite 
Telsat Canada

Ethernet 
developed at 
Xerox PARC

Cerf and Kahn 
Internet Protocol 

HBO Pay Cable

PBS C-Band 
Satellite 
Distribution

BBC Begins 
Regular 
Broadcasting

First Coaxial Cable 
Transmission NY - 
Washington 

1927

1936

1947

1949

1951

1953

1960

1962

1965

1973

1974

1975

1978

1968

1973- 
74
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MOTION IMAGING – BROADCASTING –  
THE LAST 100 YEARS

TRANSMISSION & DISTRIBUTION, CONT.

1985 1990 1995 2000 2005 2010

FCC approves 
DBS Satellites

FCC reduces 
Satellite Spacing 
to 2 degrees

FCC’s OST 
proposes Land 
Mobile/UHF 
TV Spectrum 
Sharing

CCIR proposes 
TMAC Video 
Transmission

NBC begins 
Ku-band 
Satellite 
Distribution

“Dynabus” 
High-speed 
Broadcast 
Operations 
Data Net

NEC 1 to 30 kW 
Solid-state UHF 
Transmitters 

SES Launches 
Astra 1 

ATSC 1.0 
Approved 

Compaq Cloud 
Computing Concept

U.S. Telecommunications 
Act Decrees End of 
Analog TV

Large Showing of 
Video Streaming 
Systems at NAB 

FCC Rejects COFDM 
Backs 8-VSB for HD 
Transmission 

FOX deploys 
MPEG Splicing 
System for 
HDTV

U.S. High-power 
Analog TV 
Broadcasting 
Ends 

1982

1983

1984

1985

1986

1987

2000

1994

1996

2004

1989

2009



August 2016   |   SMPTE Motion Imaging Journal     161

MOTION  
IMAGING –  

THE LAST  
100 YEARS

The Journal is exploring the possibility of a curated "Motion Imaging Living Timeline" on the 

SMPTE website. During the preparation of the timeline in this issue, it became apparent that 

the time and space constraints inherent in a one-time print effort necessarily limit the amount 

of information that can be included for individual entries and increase the potential for errors 

and omissions. We envision a timeline with broader input from the Motion Imaging 

community, more room for description, and stock web features such as word search.

 

Since this issue's timeline would be our starting point, we would appreciate any updates, 

corrections or additions our readers could provide to the current version.  

We would also like to know what features would be most useful in a web-based timeline 

which would be periodically updated as motion imaging and knowledge  

of its past history evolve.

The Living
Timeline
Project 
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T his Section of the Jour-

nal highlights some sig-

nificant historical arti-

cles and advertisements that have 

been published by SMPTE in the 

past century. It provides further 

insight into our journey in 

Motion Imaging as we look back 

at the earlier years.

Readers may have noticed the first 

issue is marked as #2. Where is #1 

you might ask?  The 1930 article 

index has a citation to just one article 

for issue #1 (July 1916). However, 

that one article actually appears in 

what is believed to be the inaugural 

issue (#2, October 1916). Neither 

SMPTE’s archives in White Plains, 

NY nor the UCLA library (both of 

which seem to have an otherwise 

complete set of Journals) has a copy 

of a #1 issue.
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Published in Transactions of the SMPE, 7 (16) 61-77, May 1923
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Published in JSMPTE, 65 (1), Jan. 1956
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Published in Transactions of the SMPE, 7 (16): 78-89, May 1923
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Published in JSMPE, 23 (3):126-130, Sept. 1934
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Published in JSMPTE, 71 (4), April 1962
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Published in JSMPTE, 73 (5), May 1964
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Published in JSMPTE, 67(11):721-725, Nov. 1958
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Published in JSMPTE, 67 (11), Nov. 1958
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Published in “Elements of Color,” Chapter 5, SMPTE: New York, NY, 1957
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In this column, we provide interesting historical briefs from the Journal articles
of days past. The purpose of this column is primarily entertainment, but we
hope it will also stimulate your thinking and reflection on the Society’s history,
how far we have come in the industry, and (sometimes) how some things
never change. This column has been sponsored by Television Broadcast Tech-
nology, Inc. since March 2001: http://ieeexplore.ieee.org/stamp/stamp.jsp?tp=
&arnumber=7257346.

100 Years Ago in the Journal
One-hundred years ago at a formu-
lating meeting of the Society in
Washington, District of Columbia,
on 24 July 1916, Henry D. Hubbard,
Secretary of the U.S. National
Bureau of Standards, addressed the
founding members: “. . .through your
organization may you, in the words
of Washington, ‘raise a standard to
which the wise and the honest can
repair.’ ” On this day, the signed
Certificate of Incorporation was no-
tarized. Find that and the Constitu-
tion and By-Laws below.

Digital Object Identifier 10.5594/JMI.2016.2593990
Date of publication: 30 August 2016

Constitution and By-Laws [From Transactions of the SMPE,
October 1916].Certificate of Incorporation, issued 24 July 1916.

SMPTE ALMANAC

Michael Dolan
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20 complimentary registrations to SMPTE Educational Webcasts

One complimentary full registration for the annual SMPTE Technical 
Conference & Exhibition

Your company name and logo with a hotlink on the SMPTE website

A full-page color ad in the SMPTE Motion Imaging Journal (any month with 
the exception of the SMPTE Progress Report & subject to run of schedule)

Your company name recognized in the SMPTE Motion Imaging Journal

A button ad in three issues of the SMPTE Monthly

Discount on booth space for the SMPTE Annual Technical Conference 
& Exhibition

Five complimentary individual SMPTE memberships*

15 complimentary registrations to SMPTE Educational Webcasts

Discount on an online institutional subcription to the SMPTE Motion 
Picture and Television Standards and Practices

One complimentary full registration for the annual SMPTE Technical 
Conference & Exhibition

Your company name and logo with a hotlink on the SMPTE website

Your company name recognized in the SMPTE Motion 
Imaging Journal

A button ad in two issues of the SMPTE Monthly

One half-page ad in the SMPTE Motion Imaging Journal 
(any month with the exception of the SMPTE Progress Report & 
subject to run of schedule)

Discount on booth space for the SMPTE Annual Technical 
Conference & Exhibition

As a Gold Level Sustaining Member you’ll receive:

As a Silver Level Sustaining Member you’ll receive:

Three complimentary individual SMPTE memberships*

Discount on an online institutional subcription to the SMPTE Motion 
Picture and Television Standards and Practices

Ten complimentary registrations to SMPTE Educational Webcasts

Your company name and logo with a hotlink on the SMPTE website

Your company name recognized in the SMPTE Motion 
Imaging Journal

A button ad in the SMPTE Monthly

Discount on booth space for the SMPTE Annual Technical 
Conference & Exhibition

As a Bronze Level Sustaining Member you’ll receive:

One complimentary individual SMPTE membership*

Five complimentary registrations to SMPTE Educational Webcasts

Your company name and logo with a hotlink on the SMPTE website

Your company name recognized in the SMPTE Motion 
Imaging Journal

A button ad in the SMPTE Monthly

Discount on booth space for the SMPTE Annual Technical 
Conference & Exhibition

As a Supporting Level Sustaining Member you’ll receive:

15 complimentary individual SMPTE memberships*

30 complimentary registrations to SMPTE Educational Webcasts

Free online institutional subscription to the SMPTE Motion Picture and 
Television Standards and Practices for one site**

Three complimentary full registrations for the annual SMPTE Technical 
Conference & Exhibition

15 employees of Diamond Member company will receive a 10% discount off 
the non-member registration rate

Banner ad on SMPTE website for three months

Your company name and logo with a hotlink on the SMPTE website

A button ad in four issues of the SMPTE Monthly

Technology Spotlight in SMPTE Monthly

Two full-page color ads in the SMPTE Motion Imaging Journal (one in the 
widely distributed SMPTE Progress Report and one of your choice)

Your company name recognized in the SMPTE Motion Imaging Journal

Discount on booth space for the SMPTE Annual Technical Conference 
& Exhibition

12 complimentary individual SMPTE memberships*

Discount on an online institutional subcription to the SMPTE Motion Picture 
and Television Standards and Practices and the entire digital library

25 complimentary registrations to SMPTE Educational Webcasts

Two complimentary full registrations for the annual SMPTE Technical 
Conference & Exhibition

12 employees of Platinum Member company will receive a 10% discount off 
the non-member registration rate

Your company name and logo with a hotlink on the SMPTE website

A full-page color ad in the SMPTE Motion Imaging Journal 
(run of schedule)

Your company name recognized in the SMPTE Motion Imaging Journal

A button ad in four issues of the SMPTE Monthly

Discount on booth space for the SMPTE Annual Technical Conference 
& Exhibition

As a Diamond Level Sustaining Member you’ll receive:

As a Platinum Level Sustaining Member you’ll receive:

SMPTE
Sustaining Membership Levels



SMPTE Sustaining 
Membership Application

SMPTE Sustaining (Corporate) Membership is a way to maximize the benefits your 
organization receives from SMPTE, including:

Plus, your membership helps support SMPTE’s industry education activities such as Education (SMPTE Motion 
Imaging Journal, section meetings, conferences and the SMPTE Professional Development Academy) as well as 
SMPTE Standards, Recommended Practices, and Engineering Guidelines – the foundation of much of our industry.

There are several levels of membership, designed to suit your company’s level of involvement and budget.

Company _________________________________________________________________________________________

Company Website __________________________________________________________________________________

Address __________________________________________________________________________________________

City ____________________________________________ State _______________ Zip _________________________

Country __________________________________________________________________________________________

Level of Membership ________________________________________

Amount Enclosed $ _________________________________________

Check # ________________________________________________

American Express      Discover      MasterCard      Visa

Card Number ______________________________________________

Expiration Date ____________________________________________

Signature _________________________________________________

Name as it appears on card __________________________________   

Primary Contact ___________________________________________________________________________________

Title _____________________________________________________________________________________________

Email ____________________________________________________________________________________________

Phone __________________________________________ Fax _____________________________________________

Complimentary individual membership(s)-based on level of participation
Significant savings on a number of SMPTE activities
Exclusive opportunities to reach SMPTE members
Discount on booth space for the SMPTE Annual Technical Conference & Exhibition
Valuable benefits package at each level

Diamond Level–$16,000

Platinum Level–$10,500

Gold Level–$8,000

Silver Level–$5,500

Bronze Level–$2,800

Supporting Level–$1,100

Society of Motion Picture 
and Television Engineers

3 Barker Ave. Fl 5 White Plains, NY 10601
T: +1 914 761 1100
F: +1 914 761 3115
www.smpte.org

Choose Your Level:

Company Information

Primary Contact

Company description for website and complimentary individuals can be added to your online profile once your 
Sustaining Membership has been processed.

Payment

Return with Payment to:



SMPTE

Advance Your Career.
The best thing you could do to

Membership can help you stay on top 
of today’s latest media technologies by:

We set the standard 

for motion imaging.

WWW.SMPTE.ORG/JOIN

To learn more about all the benefits of 
becoming a SMPTE Member, visit

SOCIETY OF MOTION PICTURE AND 
TELEVISION ENGINEERS
3 Barker Avenue Fl 5
White Plains, NY 10601 USA
T +1 914 761 1100
www.smpte.org

JOIN SMPTE TODAY!

Networking with your peers to help your career

Receiving the SMPTE Motion Imaging Journal

Accessing the SMPTE digital library

Attending events & conferences at member 
discount rates

Participating on technology-relevant webcasts, 
at no charge

Accessing the online membership directory

Reading monthly e-newsletters: 
SMPTE Monthly & Newswatch

Participating in the Standards development process

And much more!



Amount Enclosed $ _______________________________________________________________________________

     Check # __________________________________  

     Card Number _________________________________________________________________________________

Expiration Date __________________________________________________________________________________

Signature _______________________________________________________________________________________

Name as it appears on card ________________________________________________________________________

     Mr.           Ms.          Mrs.         Dr.

Name First ____________________________________  MI ______  Last __________________________________  

Title ___________________________________________________________________________________________

Date of Birth (required for determining life membership eligibility) _______________________________________________

Primary Email __________________________________ Secondary Email __________________________________

Work Phone ___________________________________ Home Phone ______________________________________

Fax __________________________________________ Cell Phone _______________________________________

Recruiter Name (if applicable) ________________________________________________________________________

Personal Information
I wish to:

Membership Type

Company _______________________________________________________________________________________

Address ________________________________________________________________________________________

City ___________________________________ State _______ Zip _______________ Country __________________

Company Information THIS ADDRESS WILL BE INCLUDED IN THE MEMBERSHIP DIRECTORY

     Use my mailing address for billing          Use my company address for billing

Company _______________________________________________________________________________________

Address ________________________________________________________________________________________

City ___________________________________ State _______ Zip _______________ Country __________________

Billing Information

Society of Motion Picture 
and Television Engineers

3 Barker Ave. Fl 5 
White Plains, NY 10601

T: +1 914 761 1100
F: +1 914 761 3115
www.smpte.org

Return with 
Payment to:

     Use my billing address for mailing          Use my company address for mailing

Company _______________________________________________________________________________________

Address ________________________________________________________________________________________

City ___________________________________ State _______ Zip _______________ Country __________________

Name of School __________________________________________________________________________________

Faculty Advisor Name _____________________________Faculty Advisor Phone ____________________________

Signature

Date

Mailing Address

Student Members

SMPTE makes its print mailing (NOT e-mail) list available to qualified, relevant business organizations. 
If you want to be excluded from receiving these offers, please check here.

*Current Active/Fellow members cannot 
downgrade to Associate level. This level is 
only available to new members and 
graduating Student members.

All Dues are Listed in US Dollars.

Note: For those memberships 
receiving the Motion Imaging 
Journal, $35 of annual dues is 
allocated to your subcription and is 
non-deductible. A complete list of 
member benefits is available at 
www.smpte.org.

I hereby make application for 
SMPTE membership and agree to 
be governed by the Society’s 
constitution and bylaws.

Students must transfer to Associate or Active Membership upon graduation. Maximum number of years as student members is six. 
Student members must fax a copy of their current student ID to +1 914 761 3115 or e-mail membership@lists.smpte.org.

      Join

      Renew

the Society of Motion Picture 
and Television Engineers.

Active/Fellow $145
Professional (1 Year)

Active/Fellow $420
Professional (3 Years)

Active/Fellow $395
Professional with 
Standards Community (1 Year)

Active/Fellow $1,170
Professional with 
Standards Community (3 Years)

Executive (1 Year) $255

Executive with $505
Standards Community 
(1 Year)

Associate* $45

Student $10

Life Member/Life Fellow $35
with Journal Subscription

Payment

American Express        Discover        MasterCard        Visa

SMPTE
Membership Application
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